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;l Giris
= Web aramanin temeli, bilgi erisim (information retrieval - IR)
yontemlerine dayanmaktadir.

= Klasik IR sistemleri, temel bilgi birimini dokiiman olarak alir,
Web iizerinde ise temel bilgi birimi Web sayfalaridir.

= Bilgiye erisim, kullanici sorgusuyla ilgili bir grup dokiimanin
bulunmasini ifade eder.

= En yaygin kullanilan sorgu formati keyword (term) listesi
seklindedir.

= [Rile bilgiye erisim, veritabanlarinda SQL ile bilgiye erisimden ¢ok
farkhdir.

= Veritabanlar yapilandirilmistir ancak metin igerisindeki bilgi
yapilandiriilmamistir.

i(—iirﬁ

= Web arama, en 6nemli IR uygulamalarinin basinda yer alir.

= Web arama, IR yontemlerinin yani sira ¢ok sayida kendisine 6zgii
yontemi de birlikte kullanir.

= Web aramada etkinlik ve yiiksek performans en 6nemli
gereksinimlerdir, ¢clinkii Web lzerindeki dokiiman sayisi ¢ok
fazladir.

= Ancak, klasik IR sistemlerinde dokiiman sayisi daha az oldugundan
etkinlik en 6nemli gereksinim degildir.

= Web kullanicilari arama sonuglarina etkin ve ¢ok hizli yanit almak
istemektedir.




;l Giris
= Web sayfalar klasik metin dokiimanlarina gore ¢ok farkli yapiya

sahiptir.

= Web sayfalari hyperlinklere ve anchor metinlere sahiptir, klasik
dokiimanlarda linkler yer almaz.

= Hyperlinkler, Web arama algoritmalarinda ve elde edilen
sonuglarin siralanmasi igin kullanilan ranking algoritmalarinda
kullanilan en 6nemli bilegenlerdir.

= Hyperlinkler ile iliskilendirilen anchor metinler, link verilen sayfaya
ait bilgiyi icerdiginden ¢cok dnemlidir.

= Web sayfalari yari yapilandirilmigtir. Bir Web sayfasinda title,
metadata, body gibi alanlar bulunmaktadir.

= Bazi alanlardaki bilgiler digerlerinden daha fazla 6neme sahiptir.

i(—iirﬁ

= Web sayfalari ¢ok sayida farkli yapiya sahip bloklardan olusur.

= Bu bloklardan bazilari gok 6nemlidir (men alanlari, baghk
bilgileri), bazilari ise 6nemli degildir (reklamlar, copyright bilgileri,
gizlilik bildirimleri) ve Web sayfasindan c¢ikartilmalidir.

= Bu bloklarin ¢ok iyi analiz edilmesi ve faydali olanlarin secilmesi,
faydali olmayanlarin silinmesi gereklidir.

= Web dokiimanlarinda spamming ¢ok 6nemlidir. Ancak klasik IR
dokiimanlarinda spamming yapilmaz.

= Spamming ile Web sayfasinin arama sonuglarinda elde edilen
listede daha Ust siralarda yer alinmasi saglanabilir.

= Bunun sonucunda kullanici sorgusuyla daha ilgili Web sayfalari alt
siralarda oldugundan kullanici tarafindan goriilemez.
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:_| Bilgi Erisiminde Temel Yaklasimlar

= IR ile kullanicinin ihtiya¢ duydugu bilgilerle uyumlu bilgilerin
bulunmasi amaglanir.

= IR, bilginin toplanmasi, organize edilmesi, depolanmasi, geri
kazanimi ve dagitilmasi konulariyla ilgilenir.
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:_l Bilgi Erisiminde Temel Yaklasimlar

= Kullanici sorgulari, keyword sorgulari, Boolean sorgulari, phrase
sorgulari, proximity sorgulari, full dokiiman sorgulari ve dogal dil
sorgulan seklinde olabilir.

Keyword sorgulari
= Kullanici ihtiya¢ duydugu bilgiyi keyword listesi olarak verir.

= Keyword listesindeki tiim terimlerin birbirine AND ile baglandigi
varsayilir.

= Elde edilen listedeki tim dokiimanlarin keyword listesindeki tim
terimleri bulundurmasi zorunlu olmayabilir.

:_l Bilgi Erisiminde Temel Yaklasimlar

Boolean sorgulan
= Kullanici Boolean ifadeleri ile karmasik sorgular olusturabilir.

= Sorgu icerisinde AND, OR ve NOT gibi Boolean operatérler yer
alabilir.

= Arama motorlari Boolean sorgularin kisith versiyonunu kullanir.
Phrase sorgular
= Bu sorgular sirali kelimelerden olusur ve bir ifadeyi gosterir.

= Elde edilen dokliimanlar en az bir kez sorgunun tamamini icerisinde
bulundurmak zorundadir.

= Arama motorlarinda phrase sorgulan gift tirnak icerisinde yer alir.




:_l Bilgi Erisiminde Temel Yaklasimlar

Proximity sorgular
= Phrase sorgular ve keyword’lerden olusabilir.

= Proximity sorgulardaki terimlerin dokiiman igerisinde birbirine
uzakliklari ranking algoritmalarinda kullanilir.

= TUm terimleri ve phrase’leri bulunduran dokiimanlardan bu
terimler birbirine daha yakin olanlar daha iist sirada yer alir.

= Bazi sistemler terimler arasindaki maksimum mesafeyi de
kisitlayabilmektedir.

= Popiler arama motorlarinin biylk cogunlugu terimlerin yakinhgini
ve sirasini degerlendirir.

:_l Bilgi Erisiminde Temel Yaklasimlar

Full dokiiman sorgulan

= Bu tlr sorgular verilen bir dokiimanin benzeri olan dokiimanlari
bulmayi amaglar.

= Sorgu sayfasinda dokiimana ait URL girilir.
Dogal dil sorgulari

= En karmasik ancak ideal sorgu tiridiir.

= Kullaniciistegini dogal dil ifadesiyle verir.

= Ancak, dogal dili anlamak halen oldukga zordur tam olarak basari
saglanamamistir.




:_l Bilgi Erisiminde Temel Yaklasimlar

Sorgu Onislemleri

= Sorgu icerisindeki anlami 6nemli olmayan kisimlar (the, a, in, ki,
de/da, icin, ...) gcikartilir.

= Daha once yapilan sorgularda kullanicidan alinan ilgililik
geribildirimi (relevance feedback) g6zénlne alinarak orijinal
sorgular yeniden diizenlenir.

= Indexer modiili ile orijinal dokiimanlar hizl erisimi saglamak igin
indekslenir.

= Informaton Retrieval Sisteminin en 6nemli gorevi kullanici
sorgusuyla ilgili oldugu belirlenen dokiimanlarin siralanmasidir.
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:_l Bilgi Erisim Modelleri

= IR modeli, dokiimanlarin ve sorgularin nasil gosterilecegi ve
dokiimanlar ile kullanici sorgular arasindaki ilginin nasil
tanimlanacagini belirler.

= Temel olarak 4 tane IR modeli bulunmaktadir:
= Boolean modeli
= Vector space modeli
= istatistiksel dil modeli

= Probabilistic model

= Enyaygin kullanilan IR modelleri, Boolean modeli ve vector space
modelidir.

= IR modelleri, dokiimanlari ve sorgulari farkli gosterse de,
dokiimanlar ve sorgular kelimelerden olusan kiime olarak alinir.
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:_l Bilgi Erisim Modelleri

= IR modellerinde kelimelerin sirasi ve ciimle igerisindeki konumu
onemli degildir.

= Dokliman veya sorgu igerisindeki tiim kelimeler hesaplanan bir
agirhk degeri ile iligkilidir.

m Bir dokiiman toplulugu D olsun.

= Farkl terimlerden olusan V = {t;, t,, ..., t\,} kimesi bu dokiiman
toplulugunun sozliigu (vocabulary) olarak ifade edilir.

= Burada, |V| s6zlGgln boyutudur.

= Birt; € V kelimesi ile d; € D dokiimani arasindaki iligki w;; 2 0
agirhgi ile gosterilir.




:_l Bilgi Erisim Modelleri

= Birt; kelimesi d; dokiimaninda bulunmuyorsa w;; = 0 olur.

= Her dokiiman dj asagidaki gibi gosterilir.

d; = (wyj, wy, ..o W),

burada, her Wi agirhig, t; e Vile iligkilidir ve t; kelimesinin dj
dokiimani i¢in dnem seviyesini gosterir (kelimelerin sirasi 6nemli
degildir).

= Dokliman toplulugu iliskisel tablo veya matris seklinde ifade
edilebilir.

= Bu tabloda her kelime (terim) bir niteligi (attribute) ve her agirlk
nitelik degerini (value) gosterir.

= Farkli IR modelleri w;; agirhk degerini farkl sekillerde hesaplar.
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:_l Boolean Model

= En eski IR modellerinden birisidir.
= Dokiiman ve sorgu icin Boolean cebri kullanilir.
= Her dokiiman dj asagidaki gibi gosterilir.

Dokiiman gésterimi

= Her kelime i¢in dokiimanda ve sorguda bulunup bulunmadigina
bakilir ve w;; € {0, 1} olur.

= Eger, t; kelimesi d; dokimani igcinde varsa w;; = 1, yoksa w;; = 0 olur.

r,o=
W,

{l if ¢, appearsind,

_0 otherwise.

:_l Boolean Model

Boolean sorgular

= Sorgularda AND, OR ve NOT Boolean operatorleri kullanilir.

= Boolean sorgular, ((x AND y) AND (NOT z)) seklinde kesin anlama
sahiptirler (x, y, z terimlerdir).

Dokiiman erisimi

= Verilen Boolean sorgu icin elde edilen dokiimanlar sorguyu
mantiksal olarak dogru yapan dokliimanlardir.

= Bir dokiiman ya tam ilgilidir ya da tam ilgisizdir (exact match).

= Cogu arama motoru sinirl Boolean operatoér kullanir
(+ inclusion, — exclusion).

= Ornek: mining —data + “equipment price”

10
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:_l Vector Space Model

= En yaygin kullanilan IR modelidir.

Dokiiman gésterimi

= Vector space modelinde dokiimanlar agirhik vektéri olarak
gosterilir.

m Agirlik degerleri TF (Term Frequency) ve TF-IDF (Term Frequency-
Inverse Document Frequency) yontemleriyle elde edilir.

" dj dokumani igindeki t; kelimesinin w;; agirlik degeri hesaplanma
yontemine gére herhangi bir deger olabilir.

11



:_l Vector Space Model

Term Frequency (TF)

= d; dokiimani icindeki t; kelimesinin w;; agirlik degeri, t; kelimesinin
bulunma sayisidir ve fij olarak gosterilir.

= Normalizasyon uygulanmis sekli asagidadir:

tf a; = / :

max{f,;, [y fy}

s TF yonteminde dokiimanlarin biiyiik cogunlugunda bulunan
kelimelerin ayirt edici 6zelliginin olmayisi gozoniine alinmaz.

:_l Vector Space Model

Term Frequency-Inverse Document Frequency (TF—IDF)
Bir dokiiman toplulugundaki toplam dokiman sayisi N olsun.

dj dokiimaninda t; kelimesinin normalize edilmis TF degeri,

tf a; = / -

maxi{f . fo s Syt

ise t; kelimesinin d; dokiimaninda bulunma sayisi olsun.

Maksimum deger, tim terimlerin dj dokiimaninda en ¢ok bulunan
kelimenin adedine esittir. | V| sozlik boyutudur.

Eger bir t; kelimesi d; dokiimaninda yoksa tf;; = 0 olur.
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:_l Vector Space Model

Term Frequency—Inverse Document Frequency (TF-IDF)
= df; ise t; kelimesinin en az bir kez bulundugu dokiiman sayisi olsun.

= {; kelimesinin inverse document frequency (IDF) degeri,

Jli‘\IIr
idf. =lo
idf, tgcy

i

Bir t; kelimesi ¢ok sayida dokiimanda varsa ayirt edicilik 6zelligi ve
Onemi olmaz.

TF-IDF agirlik degeri asagidaki gibi hesaplanir.

w; = ?f;; X :aj’,

:_l Vector Space Model

Sorqular

m Bir q sorgusu dokiiman toplulugundaki bir dokiiman ile ayni sekilde
gosterilir.

= (] sorgusu icindeki her t; kelimesinin w;, agirlik degeri
dokimanlardaki gibi hesaplanir.

= Salton ve Buckley tarafindan Wiq agirlik degeri hesabi icin asagidaki
esitlik 6nerilmistir.

i 0.57, 1. N
H-‘fq =10.5+ - - - % lUg —
max{.}‘]qs.qus-uu f|;'|q} Ei_‘r}‘r

13



:_l Vector Space Model

Dokiiman erisimi ve ilgililik siralamasi

Bir dokiimanin bir sorguyla ilgili olup olmadigina karar vermek ¢ok
zordur.

Dokiimanlar sorguya ilgililik derecelerine gore siralanir.

ilgililik derecesi, ( sorgusu ile dj dokiimaninin benzerligini
hesaplayarak elde edilir.

Benzerligin hesaplanmasi igin temel yaklasimda sorgu ile
dokiimanda bulunan ortak kelimelerin agirhik degerleridir.

Bazi ranking algoritmalari kelimelerin dokiiman icerisindeki
yakinliklarini da gézoniine alarak benzerlik hesaplayabilmektedir.

:_l Vector Space Model

Dokiiman erisimi ve ilqililik siralamasi

= Metin ve dokiiman kiimelemede en yaygin kullanilan benzerlik

cosine similarity’dir.
v _‘
<d.r‘ °q) _ Z‘a‘—] Wi X Wi

d |xlqll [S" .2 [S",2
Iy Il [ w2 372

cosine(d . q) =

= W;, t; kelimesinin dj dokiimanindaki agirlik degeridir.

1 7

= W, t; kelimesinin q sorgusundaki agirlik degeridir.

1q 7

= Daha basit benzerlik 6lgitl iki vektor ile hesaplanabilir.

sim(d,.q)={(d; eq)

14



:_l Vector Space Model

Dokiiman erisimi ve ilgililik siralamasi eulunma sikigt arttkea
= Okapi metin ve dokiiman kiimelemede popdiler yéntemlel”de\h\dir.
Genellikle kisa sorgularda daha etkindir. o '

N-df 305 (h+17,) xu\-:+1®

okapi(d .,q) = In=

Bulundugu dokiiman sayisi

arttikga 6nemi azalir. -~
. .. .. . Dokiiman boyutu
fij , i kelimesinin dj dokimanindaki bulunma sayisidir. arttikca sik gecmesinin

onemi azalir.

fiq » ti kelimesinin g sorgusundaki bulunma sayisidir.

df;, t; kelimesini bulunduran dokiiman sayisidir. k, =[1,0-2,0]

b = 0,75 (genellikle)

dlj , dj dokimaninin uzunlugudur.
k, = [1 - 1000]

avdl , dokiimanlarin ortalama uzunlugudur.

:_l Vector Space Model

Dokiiman erisimi ve ilgililik siralamas; ~ Bulunma sikiig arttikca

onemi artar.

= Pivoted normalization weighting yénterln'i ile metin ve

dokiimanlara skor degeri hesaplanabilir: Bulundugu dokiiman sayisi
/! arttikga 6nemi azalir.
1+|n{1+ln{®]] _ N+1 .~
prwld .q) = Z X fi, xIn i
=N
N (1—8)+s @
. .. . . DokUman_t;oyutu
fij , t; kelimesinin dj dokimanindaki bulunma sayisidir  arttikca sik gecmesinin
. L. . 6nemi azalrr.
fiq , ti kelimesinin ¢ sorgusundaki bulunma sayisidir

df;, t; kelimesini bulunduran dokiiman sayisidir 5= 0,2 (genellikie)

dlj , dj dokiimaninin uzunlugudur

avdl , dokiimanlarin ortalama uzunlugudur

15
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:_l ilgililik Geribildirimi

= Bilgi erisiminin etkinligini artirmak icin farkli yontemler
Onerilmistir.

= Kullanici genellikle kisa ve basit sorgular olusturur.
= Arama motoru bir dokliiman kiimesi dondurdr.

= Kullanici bazi dokiimanlariilgili, bazi dokiimanlari ise ilgisiz olarak
isaretler (dogrudan veya dolayli olarak).

= Arama motoru yeni sorguya ait agirhk vektoériinii belirler.
= Yeni sorguya ait sonug listesini dondurr.
= Yeni sorgunun recall degerinin daha iyi olmasi beklenir.

= Sorgu iyilestirme islemleri, sunulan sonug listesinden kullanici
memnun oluncaya kadar devam edebilir.
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:_l ilgililik Geribildirimi
= llgililik geribildirimi (relevance feedback), kullanicinin ilgili ve ilgili
olmayan dokimanlari belirlemesini ve soézliikten yeni kelimeler

ekleyerek (w;, degeri 0 olanlarin yeni agirlik degeri w;, > 0) sorguyu
genisletmesini (iyilestirmesini) saglar.

= Yeni olusturulan sorgu ile dokiiman listesi yeniden elde edilir.

= llgililik geribildirimi yénteminde kullanici elde edilen listeden
memnun oluncaya kadar tekrar yapilabilir.

= Yaygin kullanilan ilgililik geribildirimi yontemleri:
= Rocchio yéntemi

= Makine 6grenmesi yontemi
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:_| Rocchio yontemi

Vektor gosterimi

Information
1.0 + qp = retrieval of information = (0.7, 0.3)
d d, = information science = (0.2, 0.8)
1 d, = retrieval systems = (0.9, 0.1)
q’
a q’=(1/2) * qo+ (1/2) * d; = (0.45,0.55)
0.5 3 q”=(1/2)* qo+(1/2) * d, = (0.80,0.20)

Retrieval

ﬁocchio yontemi

= Sekilde, “o” ilgili dokiimanlar, “x” ilgili olmayan doklimanlardir.

o ]
o o
o X e} X
o X o X
o o X X o o X
o X — e} X
o X HR o X
o o
o > o >
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:_l Rocchio yontemi

= Sekilde kullanicinin ilgili ve ilgisiz olarak isaretledigi dokiimanlara
ait merkez nokta vektorleri ile fark vektorleri gérilmektedir.

o o
[s] o

o X e} X

o x OplR — UNR X

o o] X X o X

- o X — o X

HR r X MR [e} X
,E': o ‘a. o
NR o VR o

> >

:_| Rocchio yontemi

= lyilestirilmis sorgu icin vektori ile kiimelerin ayrimi gérilmektedir.

= Yenisorgunun agirlik vektoru ilgili olmayan dokimanlardan
uzaklasmaktadir.

o]
o
o X

Ofir — [INR X

=

]
O O O\O

*

Y
Y
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:_l Rocchio yontemi

= ilk olusturulan listede kullanicinin belirledigi ilgili ve ilgili olmayan
dokiimanlari kullanarak sorguyu genisletir.

= Yeni sorgu tekrar kullanilarak dokiiman listesi elde edilir.

qe=aq+—'8 -’
1D, 1455, 7 1Dy 14

g, , genigletilmis sorgu vektorl (agirhk degerleri) Negatif geribildirim
T o . N alan dokiimanlar

g, orijinal sorgu vektori (agirlik degerleri)

D, , ilgili dokiimanlar kiimesi *~ Porzitif geribildirim

alan dokiimanlar
D, , ilgili olmayan dokiimanlar kiimesi

a, B, 7, katsayilar (genellikle =1, f=0.75, y=0.25)

Rocchio yontemi
-*ozitif geribildirimler negatif geribildirimlerden daha 6nemlidir
(B=0.75, y=0.25).
= Bazi sistemler sadece pozitif geribildirimlere izin verir.
Negatif yonleri

= Kullanici sorgusu ile sozllkteki kelimeler arasinda uyumsuzluk
olabilir (Kullanici s6zliikte olmayan kelime kullanabilir).

= Kullanicinin isaretledigi dokiimanlar ilgili olmayabilir.
= Kullanici geribildirim igin isteksiz olabilir.

= Sorgu olusturma maliyeti yiksektir ve degistirilmis birden fazla
sorgu olusturabilir.

» Daha uzun sorgular olusabilir ve sorgu isleme siiresi artar.

49
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Rocchio yontemi

Negatif geribildirim
d. . = (0.030,0.010,0.020,0.00,0.005,0.025,0.00,0.020,0.00) .-+~~~

Ornek

Pozitif geribildirim
= SOzlik 9 kelimeden olugsmaktadir.

alan dokiimanlar
d,, = (0.030,0.00,0.00,0.025,0.025,0.050,0.00,0.00,0.120) .

d,, = (0.020,0.009,0.0

-
-

1

20,0.002,0.050,0.025,0.100,0.100,0.120)

1

\ \
1

alan dokiiman

q=(0.00,0.00,0.00,0.00,0.500,0.00,0.450,0.00,0.950) < .
a=1 i \ L >4 Orijinal sorgu
IB =0.75 \“ \\‘ “\ \“‘
Y= 0.25 "I \‘I ‘\‘ \|‘
\ \ | L iyiletirilmis sorgu
qyeni:axq+(§X‘\(dr1+¢‘jr2)]_(%><dir1j | \ r

\‘ L’\f,»”,’,
Oyeni = (0.011,0.000875,0.002,0.01,0.527,0.022,0.488,0.033,1.04)

Rocchio yontemi

Ornek

m SOzlik 6 kelimeden olusmaktadir.

new query vector = « - original query vector +
p - relevant document vectors -
v - non-relevant document vectors
0l4]0]|8]J0]0] a=1 0l4]1]0]8]10]0
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feedback is more N S 6 3 7 0 -3
meaningful. ~
Negative term N
Weigﬁls become 0. 0 6 3 I} _O\ ] 0
Yeni eklenén kelime
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Rocchio yontemi

Ornek
= SOzlik 5 kelimeden olugsmaktadir.

« vocabulary: {run, lion, cat, dog, program}
- original query: q, = [1,0,1,0,0] = [1*run, 1*cat]
- relevant document: d,=[2,2,1,0,0] = [2*run, 2*lion, 1*cat]
- non-relevant doc: d=[2,0,1,0,3] = [2*run, 1*cat, 3*program]

- s . O - B -
= —>d—-— d
- @ q0+|R|ch |NR|4§R a=1.0, =0.5
- q,=q0 +1.0dg — 0.5 dy
=[1,0,1,0,0] + 1.0 [2,2,1,0,0] - 0.5 [2,0,1,0,3]
=[2,2,1.5,0, -1.5]

= [2*run, 2*lion, 1.5*cat]

#(onular
= @Giris

Bilgi Erisiminde Temel Yaklagimlar
Bilgi Erisim Modelleri

= Boolean model

= Vector space model
ilgililik Geribildirimi

= Rocchio yontemi

= Makine 6grenmesi yontemi

= Pseudo relevance feedback

= Indirect relevance feedback

= Degerlendirme Olgiitleri
= Precision ve recall
= Ortalama precision
« Precision recall egrisi
=« F-score

44

22



:_l Makine 6grenmesi yontemi

= Kullanic tarafindan igaretlenen ilgili ve ilgili olmayan dokiimanlar

kullanilarak bir siniflandirma modeli olusturulabilir.

= Boylelikle, relevance feedback problemi 6grenme problemi sekline

donusturaldr.

= Bu asamadan sonra herhangi bir 6grenme metodu kullanilabilir.

= Ogrenme problemi olarak ifade edildiginde, orijinal sorgu ile
benzerlik karsilagtirmasi yapmaya gerek kalmaz.

m Rocchio metodu siniflandirici olarak kullanilabilir.

Makine 6grenmesi yontemi

= Rocchio siniflandirici olusturmak icin her sinif icin (ilgili ve ilgili

olmayan dokiimanlar) bir protoip C; sinifi asagidaki gibi olusturulur.

= Her test dokiimaninin d, her bir prototip c; sinifi ile benzerligi
hesaplanir (cosine similarity veya baska yontem kullanilabilir).

= Test dokiimani hangi sinifa daha ¢ok benzer ise o sinifa atanir.

.« d Jij d
“TD 2 dl |D-D 2 d
| D, |ip |l d]] | N acoon, || d]]

D, tim dokiimanlar kiimesi,
D;, sinifa ait dokiimanlar kiimesi
d, bir dokiimanin agirlik vektori (agirlik degerleri)

a, 3, katsayilar (TF-IDF agirliklandirma igin genellikle @ =16, f=4)
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il(onular

= Girig
Bilgi Erisiminde Temel Yaklasimlar
Bilgi Erisim Modelleri
=« Boolean model
= Vector space model
ilgililik Geribildirimi
= Rocchio yontemi
= Makine 6grenmesi yontemi
= Pseudo relevance feedback
= Indirect relevance feedback

Degerlendirme Olgiitleri
= Precision ve recall
= Ortalama precision
= Precision recall egrisi
« F-score

:_l Pseudo relevance feedback

Web aramada relevance feedback ¢ok sinirli kullanima sahiptir.

Excite arama motoru baslangi¢ta relevance feedback
kullanmaktaydi. Ancak, Web kullanicilari tarafindan kullaniimadigi
icin kaldirilmistir.

Web kullanicilarinin ¢ogu aramalarini tek sorgu girisi ile yaparlar ve
relevance feedback icin istekli degillerdir.

Bu yizden dolayl bir sekilde relevance feedback alinmasina
yonelik yontemler gelistirilmistir.

Bunlardan yaygin kullanilanlar:

= Pseudo relevance feedback

= Indirect relevance feedback

2
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:_l Pseudo relevance feedback

Pseudo relevance feedback

= Sorgu sonucunda elde edilen dokiiman listesindeki k-tane ustteki
ilgili dokiiman olarak isaretlenir.

= Secilen dokiimanlara gore sorgu iyilestirmesi veya prototip siniflar
olusturulur.

m TUm dokUmanlar tekrar yeni sorguya gore degerlendirilir veya
prototip siniflara gore benzerliklerine degerlendirilir.

= Buislem tekrarh bir sekilde yapilabilir.

= ilk gelen listede recall degeri diisiikse sonraki listelerde de recall
degerinin giderek diismesi olasiligi vardir.

:_l Konular

= @Giris

= Bilgi Erisiminde Temel Yaklasimlar

= Bilgi Erisim Modelleri
= Boolean model
= Vector space model

« llgililik Geribildirimi
= Rocchio yontemi
= Makine 6grenmesi yontemi
= Pseudo relevance feedback
= Indirect relevance feedback

= Degerlendirme Olgiitleri
= Precision ve recall
« Ortalama precision
= Precision recall egrisi
=« F-score
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:_l Indirect relevance feedback

= Pseudo relevance feedback yontemine gére daha basarili sonuglar
elde edilir.

= Web arama motorlarinda kullanimi yaygindir.

= Kullanicinin click yaptigi dokiimanlarin ilgili digerlerinin ilgili
olmadigi varsayilir.

m Clickstream verilerine gore sorgular iyilestirilir veya prototip
siniflar yeniden olusturulur.

= Dokimanlar sorguya benzerliklerine gore yeniden degerlendirilir
veya prototip siniflara benzerliklerine gére siniflandirilirlar.

:_l Konular

= @Giris

= Bilgi Erisiminde Temel Yaklasimlar

= Bilgi Erisim Modelleri
= Boolean model
= Vector space model

« llgililik Geribildirimi
= Rocchio yontemi
= Makine 6grenmesi yontemi
= Pseudo relevance feedback
= Indirect relevance feedback

= Degerlendirme Olgiitleri
= Precision ve recall
« Ortalama precision
= Precision recall egrisi
=« F-score
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:_l Degerlendirme Olcitleri

= Web aramada dokiimanlarin kullanici sorgusuyla ilgili olup
olmadigina yoénelik bir karar verilmez.

= Bunun yerine, kullanici igin dokiimanlarin rank degerleri
hesaplanir ve siralama yapilir.

= Veritabanindaki dokiimanlarin kiimesi D, dokiiman sayisi N olsun.

= Verilen bir g sorgusu igin retrieval algoritmalari D igerisindeki her
dokiiman igin ilgililik skoru hesaplar.

= Ardindan, ilgililik skorlarina gore tiim dokiimanlar igin Rq rank
degerleri olugturulur.
. 7 49 q
R, : <di.dj,...d} >
= Burada, d,% € D kullanici sorgusuna en ilgili eleman, d\% € D ise en
ilgisiz elemandir.

53

:_l Konular
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= Bilgi Erisiminde Temel Yaklasimlar

= Bilgi Erisim Modelleri
= Boolean model
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« llgililik Geribildirimi
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= Degerlendirme Olgiitleri
= Precision ve recall
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= Precision recall egrisi
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:_l Precision ve recall

= D, c D, kullanici sorgusu g ile gercekten ilgili dokimanlar kimesi
ise precision ve recall degerleri hesaplanabilir.

Recall

= Recall degeri, listede i.siradaki bir dokiiman d;% i¢in, d,% ve d;
arasindaki ilgili dokiimanlarin tiim ilgili dokiimanlara oranidir.

= D, icerisinde d,% ve di arasindaki ilgili dokiimanlarin sayisi s; ise,
recall degeri asagidaki gibi hesaplanir:
S,

| D

q|

r(i)=

:_l Precision ve recall

Precision

= Precision degeri, listede i.siradaki bir dokiiman d%igin, d,% ve d4
arasindaki ilgili dokiimanlarin i sayisina oranidir.
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:_l Precision ve recall

Ornek

D dokiman kiimesinde 20
dokiiman olsun.

Kullanici sorgusu q ile
gercekten ilgili dokiiman sayisi
8 olsun.

Retrieval algoritmasi tablodaki
rank degerlerini olustursun.

Precision ve recall degerleri
tablodaki gibi hesaplanabilir.

Tabloda, “+” ilgili,
“"ilgili olmayan dokiimanlari
gostermektedir.

Ranki | +/- pi) r(i)
1 + 1/1=100% | 1/8=13%
2 + 22=100% | 2/8=25%
3 + 3/3=100% | 3/8=38%
4 — 3/4=75% | 3/8=38%
5 + 4/5=80% | 4/8=50%
6 - 4/6=67% | 4/8=50%
7 + 5/7=71% | 5/8=63%
8 - 5/8=63% | 5/8=63%
9 + 6/9=67% | 6/8=T75%
10 + 7/10=70% | 7/8 =88%
11 — 7/11=63% | 7/8=88%
12 - T/12=58% | 7/8 =88%
13 + 8/13=62% | 8/8 =100%
14 - 8/14=57% | 8/8 =100%
15 — 8/15=53% | 8/8=100%
16 - 8/16=150% | 8/8 =100%
17 - 8/17=53% | 8/8 =100%
18 - 8/18=44% | 8/8 =100%
19 - 8/19=42% | 8/8 =100%
20 - 8/20=40% | 8/8 =100%

#(onular

= @Giris

= Bilgi Erisiminde Temel Yaklasimlar

= Bilgi Erisim Modelleri
= Boolean model
= Vector space model

« llgililik Geribildirimi
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= Makine 6grenmesi yontemi
= Pseudo relevance feedback
= Indirect relevance feedback

= Degerlendirme Olgiitleri
= Precision ve recall
= Ortalama precision
« Precision recall egrisi
=« F-score
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:_l Ortalama precision

= Kullanici sorgusu q icin farkl retrieval algoritmalarini
karsilastirmak amaciyla ortalama precision degeri kullanilabilir.

= Ortalama precision degeri tiim ilgili dokiimanlarin precision
degerlerinin aritmetik ortalamasi hesaplanarak elde edilir.

Zdﬁe[}q pli)

D,

!)m'g:

» 100% +100% +100% +80% + 71% + 67%+ 70% + 62% _1%
= = /0
avg 8

:_l Konular
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:_l Precision recall egrisi

= Her bir rank pozisyonu igin precision ve recall degerlerine gore
precision-recall grafigi cizilebilir (x ekseni recall, y ekseni precision).

= Genellikle 11 standart aralik icin gizilir (%0, %10, %20, ..., %100).
i P(";) r; 188:;0

0 | 100% | 0% 50% 1

1 | 100% | 10% 70% A

2 [ 100% | 20% S 60%

3 | 100% | 30% 3 50%

4 [ 80% [ 40% S 40%

5 |1 80% | 50% 30% 1

6 | 71% | 60% o

7 1 70% | 70% o I
8 70% 80% 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
9 62% | 90% Recall

10 | 62% [ 100%

:_| Precision recall egrisi

= Farkli algoritmalar precision-recall grafigine gore karsilastirilabilir.

= Birinci algoritmada duislik recall degerleri igin precision daha iyi
yuksek recall degerlerinde precision daha dustktr.

100%
90%
80% ~
70% -
60% -
50% +
40%
30% +
20%
10% -
0% T : . T T T . T T :
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Recall

Precision
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:_l Konular

= Girig

= Bilgi Erisiminde Temel Yaklasimlar

=« Bilgi Erisim Modelleri
= Boolean model
= Vector space model

- llgililik Geribildirimi
= Rocchio yontemi
= Makine 6grenmesi yontemi
= Pseudo relevance feedback
= Indirect relevance feedback

= Degerlendirme Olgiitleri
= Precision ve recall
= Ortalama precision
= Precision recall egrisi
« F-score

iF—score

m F-score degeri farkli retrieval algoritmalarinin karsilastirilmasi icin
yaygin bir sekilde kullaniimaktadir.

m F-score degeri, hem precision hem de recall degerlerinin yiiksek
oldugu degerlerde yiiksek degere sahiptir.

2 _ 2p(ra)
1 +L p(i)+r(i)

F(i)=

r(i)  p(i)
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