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Bu dersin sunumlari, “Mining of Massive Datasets, Jure Leskovec, Anand Rajaraman, Jeffrey David Ullman,
Stanford University, 2011.” kitabi kullanilarak hazirlanmistir.
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:_l MapReduce ve Yazilim Kiimesi

= GUnlmuz veri madenciligi uygulamalari, ¢ok biiyiik boyutlu verilerin
kisa siirede yonetilmesini gerektirmektedir.

= Cogu uygulamada, veri son derece diizgiin yapidadir ve es zamanli
calismayi destekler.

= Web sayfalarinin ranking isleminde boyutlari milyarlari bulan matrislerin
¢arpimi yapilmaktadir.

m Sosyal aglarda arkadas arama isleminde milyonlarca digiim (node) ve
milyarlarca baglantidan (edge) olusan graflar kullanilir.

= Bu tiir uygulamalar icin eszamanli galismayi destekleyen programlama
sistemleri gelistirilmistir.

= Bu sistemler Ethernet agi lizerinden birbirine bagl hesaplama
digiimlerinden olusabilir ve dagitik dosya sistemi (distributed file
system) kullanirlar.

:_l MapReduce ve Yazilim Kiimesi

= Dagitik dosya sistemleri igin yliksek seviyeli programlama sistemleri
gelistirilmistir.

= Bu yeni programlama sistemlerinin temelinde MapReduce yaklagimi
vardir.

= MapReduce buyik 6lgekli verilerde etkin hesaplamayi saglar ve
hesaplama sirasindaki donanimsal hatalari tolere edebilir.

m  MapReduce programlari yiiksek seviyeli programlama dilleriyle
olusturulabilir.

m  MapReduce gelistirilirken SQL kullanilabilir.
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:_l Dagitik Dosya Sistemleri

Genellikle islemlerin ¢cogu, bir CPU, cache ve lokal disk kullanilarak

gerceklestirilir.

Gecmiste, paralel islem uygulamalari ¢cok islemcili ve 6zel donaniml
paralel bilgisayarlarla gerceklestirilmekteydi.

Biiyiik 6lgekli Web servislerinin yayginlagmasiyla birlikte, birbirine
bagh olmayan ¢ok sayida node lizerinde islemler yapilmaktadir.

Bu tiir islem dagiumleri 6zel amach bilgisayarlara gore cok diislik

maliyete sahiptir.

Bu sistemler, dagitik ve paralel calismanin avantajlarina sahiptir, ancak
cok sayida bagimsiz bilesenden kaynaklanan giivenilirlik (reliability)

problemleriyle karsi karsiyadir.




Konular

= MapReduce ve Yazilim Kiimesi
= Dagitik Dosya Sistemleri

= DUglmlerin fiziksel organizasyonu

= Bulylk 6lgekli dosya sistemi organizasyonu
= MapReduce

= Map islemleri

= Anahtara gore gruplandirma

= Reduce islemleri

= Birlestiriciler

=« MapReduce islemleri

=« Node hatalar

=« MapReduce - Matris Carpimi

:_l Diglmlerin fiziksel organizasyonu

m Cluster computing yapisinda islem node’lari rack kabin lizerindedir.
= Rack kabin Gizerindeki diigiimler gigabit Ethernet ile birbirine baghdir.

= Birden fazla rack kabin birbirine anahtar (switch) ile baglanir.

Switch




:_l Dagumlerin fiziksel organizasyonu

= Cok sayida diigiime sahip sistemlerde bir veya birkag diiglimde sik sik
ariza olusabilir.

= Bazen bir rack kabindeki diigiimlerin tamami ¢alismayabilir.

= Kisa siirede tamamlanacak islemler arizalar nedeniyle uzayabilir veya
basaril bir sekilde tamamlanamayabilir.

= Dosyalar fazladan kopyalar halinde saklanabilir. Boylelikle, bir dosyada
sorun olursa diger kopyasi kullanilabilir.

= islemlerin tamami gorevler halinde pargalanip diigiimlere dagitilabilir.
Boylelikle, bir gorev restart edilirken diger gorevler etkilenmez.
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:_l Blyuk olcekli dosya sistemi organizasyonu

Cluster computing yapisinda dosya sistemlerinin dagitik (Distributed
File System - DFS) olmasi gereklidir.

Google File System (GFS) dagitik dosya sistemidir (Google).

Hadoop Distributed File System (HDFS) agik kaynak dagitik dosya
sistemidir (Apache).

CloudStore, agik kaynak dagitik dosya sistemidir (Kosmix).
Dosya boyutlari cok biiyiktiir (terabyte seviyesinde).
Dosyalar nadiren giincellenir. Araliklarla yeni veriler eklenir.

Dosyalar pargalar (chunks) halinde ve birden fazla kopya olarak farkh
rack kabinlerdeki diiglimlerde saklanir.

Dosya pargalarinin bulundugu yeri saklamak igin ayri kiictik bir dosya
(master node) kullanilir.
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:_l MapReduce

MapReduce, ¢ok sayidaki biiyiik 6lgekli islemi donanim hata
toleransina sahip bir sekilde gergeklestirir.

= MapReduce i¢cin, Map ve Reduce isimli iki fonksiyonun yazilmasi
gereklidir.

= MapReduce asagidaki islemleri gergeklestirir:

= Belirli sayida Map gorevi (task) tanimlanir. Dagitik dosya sistemindeki pargalari
siralanmis key-value ikilisi haline dontsturr.

= Giris degerinden Uretilecek key-value ikilisi Map fonksiyonu yazilirken belirlenir.

= Her bir Map goérevinin key-value ikilisi master controller tarafindan toplanir ve key
degerine gore siralanir. Key degerleri Reduce gorevlerine dagitilir.

= Reduce gorevleri ayni anda bir key lizerinde galisir ve key ile iligkili degerleri
birlegtirir.

= Birlestirme yonteminin nasil ¢calisacagi Reduce fonksiyonu yazilirken belirlenir.

:_| MapReduce

= MapReduce islemleri igin sematik gosterim asagidadir.
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:_| Map islemleri

Map gorevi igin giris dosyalari herhangi bir tiirdeki element’lerden
olusabilir.

= Map gorevlerinin gikiglari ve Reduce gorevlerinin girisleri/cikiglari
anahtar-deger ikilisi seklindedir.

= Map fonksiyonu parametre olarak bir element alir ve anahtar-deger
ikilileri Gretir.

= Buradaki anahtar, unique anahtar olmak zorunda degildir.




:_l Map islemleri

Ornek

= Dokliman toplulugundaki her bir kelimenin tekrar sayisinin bulunmasi
klasik bir 6rnek uygulamadir.

= Map fonksiyonu igin giris, dokiiman toplulugudur.
= Her bir dokiiman ise element’i ifade eder.

= Map fonksiyonunda anahtar olarak kelimeler, deger olarak
dokliimandaki tekrar sayilari alinir.

m Her bir dokiiman icin anahtar-deger ikilisi asagidaki gibi olusur.

(wi,1), (w2, 1),..., (wn, 1)

= Burada, w, anahtar kelimeleri ifade eder ve ayni kelime birden fazla
bulunabilir.

= Ayni anahtara sahip olan m tane ikili (w, m) seklinde birlestirilebilir.
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:_l Anahtara gore gruplandirma

= Map gorevleri basarili bir sekilde sonuglandiginda ayni anahtar degerine
sahip ikililer gruplandirilir.

= Belirlenen Reduce goérev sayisina gore master controller anahtar-deger
ikililerini Reduce gorev girisi olan lokal dosyalara aktarir.

m Master controller, anahtar - lokal dosya eslestirmesi icin hash
fonksiyonu kullanir.

= Hash fonksiyonu disinda baska eslestirme yontemleri kullanilabilir.

= Bir anahtar-deger ikilisi sadece ve sadece bir Reduce gorevine
atanabilir.

= Master controller, Map isleminin sonugclarini anahtara goére birlestirerek
ilgili Reduce gorevine atar.

(k,v1), (k,va),...,(kv,) - > (k,[v1,v2,...,04])
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:_l Reduce islemleri

= Reduce fonksiyonunun girisi gruplandiriimis anahtar-deger listesidir.
= Reduce fonksiyonunun ¢ikisi anahtar-deger ikilileridir.

= Birden fazla reducer ayni anda dagitik ¢alisabilir.

Ornek:

= Kelime sayilarini bulma uygulamasinda Reduce fonksiyonu ayni degere
sahip anahtarlara ait degerlerin toplamini hesaplayabilir.

= Reduce giktisi ise anahtar-tekrar toplami (w, m) olur. Burada m tiim
dokiimanlardaki tekrar sayisini ifade eder.
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:_l Birlestiriciler

Bazi uygulamalarda Reduce fonksiyonundaki islemlerde siralama (deger
yer degisimi 3+4 = 4+3) ve onceliklendirme (6ncelik degisimi (2+3)+4 =
2+(3+4)) 6nemli degildir.

= Bu durumda, bazi reducer bilesenleri Map goérevlerine aktarilabilir.

= Ornegin, kelimelerin frekanslarinin bulunmasinda ayni anahtar
kelimelere ait degerlerin toplanmasi Map fonksiyonunda yapilabilir.

= Map fonksiyonunda (wi, 1), (w2, 1),..., (wn,1) yerine (W, m)
hesaplanabilir.

m  Maksimum paralel ¢alisma i¢in her anahtar igin ayri Reduce gorevi
kullanilabilir.

= Her bir Reduce goérevi de ayn bir diigiimde ¢alisabilir.
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:_l MapReduce islemleri
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:_| MapReduce islemleri

m Uygulama programi, bir master controller process ile belli sayida
Worker process’i farklh digtimlerde baslatir.

m Bir Worker process, Map gorevi veya Reduce gorevi yapabilir.
= Uygulama programi giris dosyasini belirli sayida parcaya béler.
= Map gorevi process’i giris dosyasindan kendisine atanmig kismi okur.

m Map gorevi tarafindan elde edilen anahtar-deger ikilileri lokal diske
kaydedilir.

= Reduce goérevi atanmis olan process, diskten anahtar-deger ikililerini
okur ve gerekli islemi (siralama, gruplandirma) yapar.

= Reduce gorevi gikisini kullanicinin belirledigi dosyaya kaydeder.

= TUm atama ve yonetme islemleri master controller process tarafindan
yapilir.
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ﬂapReduce islemleri
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iMapReduce islemleri

Map gorevinde Reduce islemi yapiliyor.
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:_l Node hatalari

= MapReduce igin en kétl durum master controller process’in ¢alistig
diglimiin arizalanmasidir.

= Map ve Reduce gorevlerini calistiran diger diiglimlerdeki arizalar master

controller process tarafindan denetlenir ve MapReduce basaril bir
sekilde tamamlanir.

= Arizalanan digimdeki Map gorevleri baska bir worker’a atanir.

= Sonuglarin bulundugu dosyanin yeni lokasyonu ilgili Reduce gorevlerine
aktarilir.

= Arizalanan digimdeki Reduce gorevleri bagka bir worker’a atanir.
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MapReduce - Matris Carpimi

m P matrisi, M ve N matrislerinin ¢arpimi olsun (P = MN).
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:_l MapReduce - Matris Carpimi

= Bir matris Ug 6zelligin iliskisi olarak diislinilebilir: satir numarasi, siitun
numarasi ve deger.

= M(I, J, V), Gglt olarak (i, j, mij), N(J, K, W), tglu olarak (], k, njk)
gosterilir. (J ortak ozelliktir.)

= MN birlesiminden (i, j, k, v, w) elde edilir. M “den (i, j, V),
N “den (j, k, w) gelir.

= Bu begliile (m;;, ny) ikilisi ifade edilir. \

= Carpim sonucu m;n;, seklinde \ —

AT - —
@i, j, k, v x w) gésterilir. ) /ﬂ
ANDADZE
= Carpma iglemi igin bir MapReduce, \ )i
/ /'
= Toplama ve birlestirme igin 4

ayri bir MapReduce islemi yapilabilir.
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:_l MapReduce - Matris Carpimi

1. Map islemi
= M matrisinin her m;; elemaniigin (J, (M, i, my)) ikilisi elde edilir. N
matrisinin her ny elemanticin (], (N, k, n;,)) ikilisi elde edilir.

(Y

. Reduce islemi
Her j elemanticin, M’den gelen (M, i, my) elemani ile N'den gelen (N, k,
Nj) elemanindan anahtari (i, k) olan degeri m;n; olan anahtar-deger
ikilisi olusturulur ((i, k), myny,).

N

. Map islemi
Her (i, k) anahtari icin ((i, k), (MjyNyy, MipNy, ..., Mny)) ikilisi elde edilir.

2. Reduce islemi
Her (i, K) anahtari igin ((i, k), toplam) ikilisi elde edilir.
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