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:_l Uzakhk Olcitleri

Jaccard benzerligi, uzaklik 6lgiitii olmamasina ragmen kiimelerin ne
kadar yakin oldugunu gésterir.

m (1 -Jaccard benzerligi) bir uzakhk olgutidiir.

= Noktalardan olusan bir uzayda, X ve y noktasi icin uzaklik d(x, y) ile
gosterilir ve asagidaki dnermeleri saglamalidir:

= d(x,y)=0 (negatif olmaz)
= d(X,y)=0 (eger x =y ise)
= d(x,y) =d(y, X) (uzaklik simetriktir)

w d(X,y)<d(X,2) +d(z,y) (Uggen esitsizligi)
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:_l Oklit uzakhklari

Oklit uzakliklari, en yaygin kullanilan uzaklik élgiitiidiir.

= N boyutlu 6klit uzayinda bir nokta reel sayilardan olusan n elemanh bir
vektordur.

= Bu uzaydaki L,-norm uzaklik agagidaki gibidir:

= Oklit uzakliklari negatif olamaz, 0 ise X = Y "dir,
simetriktir (X, y)?=(y, X)? ve liggen esitsizligini saglar.

= L .-norm uzaklik asagidaki gibidir:

d([21, 22, T, [, Y2 yn]) = O o — vl )Y"

:_| Oklit uzakhklari

= L;-norm uzakhk Manhattan uzakligi olarak adlandirilir.

d([x, X550 X, 1, 1Y1) YooY ) =(ilxi - yilj

= L -normise r sonsuza giderken limiti gosterir.
n 1Ur n
d([xll X21"'Xn]1[y11 y21"'yn]) = !m(ZM - yi|rj = n;]_alqul - y||)
i=1 B

= Ornek: x=(2, 7) ve y=(6, 4) noktalari icin asagidaki uzakliklar hesaplanir.
L, —norm =[2—6|+|7—4| =

L, —norm =+/(2—6)? +(7—4)? =5
L, —norm= maxQZ 6|+|7 - 4|)=
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Jaccard uzakhgi

= Jaccard uzakligl, Jaccard benzerligi ile hesaplanir.

d(x,y) =1-SIM(x, y)
= Jaccard uzakhigi negatif olamaz.

Kesisim kiimesi, 0’dan kii¢clik olamaz ve birlesim kiimesinden biiyik olamaz.

= d(X, y) =0ise, X = y’dir. (SIM(X, y) = 1).

= d(X, y) =d(y, X) “dir. Kesisim ve birlesim kiimeleri simetriktir.
XUYy=yuXxvexny=ynxdir.

s d(X, y) <d(X, z) + d(z, y) saglanir. Jaccard uzakligi d(X, y), minhash fonksiyonunun
X ve Yy i¢in ayni degeri (bucket) dondiirmeme (SIM(X, y) dondiirme) olasiligidir.

h(x) # h(y) olasiligi, h(x) # h(z) olasihgi ile h(z) # h(y) olasiliginin toplamindan

biiyiik olamaz.

h(x) # h(y) ise, h(x) ve h(y)’den en az bir tanesi h(z) ‘den farkli olmak zorundadir.

sl
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:_| Cosine uzakhgi

Cosine uzakligl, vektor elemanlarini integer veya boolean degerler
olarak alir.

= N boyutlu uzayda noktalar bir yonii gosterir.

= iki nokta arasindaki cosine uzakligi vektérler arasindaki aciyi
(0-180° arasinda) ifade eder.
Zx Y,

coS([X,, Xy, X, L,LY1s Yoree¥,o ) =
||><||||Y|| /“X/
E 2 y;

= Ornek: x=[1, 2, -1] ve y=[2, 1, 1]

1.2+2.1+(-1).1 3
JI2 422+ (-1)° V2% +12 412 V66
cos(60°) =0,5

cos(x,y) = =05




Konular

= Uzaklik Olgiitleri
«  Oklit uzakliklar
= Jaccard uzakhg
= Cosine uzakhgi
= Edit uzaklig
= Hamming uzaklg

ocality-Sensitive Fonksiyonlarin Teorisi

= Locality-sensitive fonksiyon kiimesi

= Locality-sensitive fonksiyonlari

= Jaccard uzakhgi icin locality-sensitive fonksiyon kiimesi

= Hamming uzakligi igin locality-sensitive fonksiyon kiimesi
= Locality-sensitive kiimesini iyilestirme

= Locality-Sensitive Hashing - Uygulama

—

idit uzaklig

m  Edit uzaklhigi, vektorleri string olarak alir.

B X = XXX, iley = Y,Y,...y,, noktalariigin edit uzakligi, x 'iny 'ye
donusturtlmesiicin minimum insert ve delete (tek karakter) islem
sayisini gosterir.

= Ornek: x=abcde ve y=acfdeg
= Deleteb
= Insert f, c den sonra

= Insert g, e densonra

d(x, y) =3 *tir.




:_l Edit uzakhgi

Edit uzakhgi, LCS (Longest Common Subsequence) ile hesaplanabilir.
= ki string icin LCS, en uzun ortak subsequence’dir.

= ki string’ten karakter silinerek elde edilir ve karakter sirasi iki string’te
de ayni olmak zorundadir.

d(x, y) = length(x) + length(y) — 2*length(LCS)
= Ornek: x=abcde ve y=acfdeg
= LCS(X,Y) =acde
= d(X, y) = length(X) + length(y) — 2*length(LCS) =5 + 6 — 8 = 3
= X=aba ve y=bab
= LCS(X,Y) =ab veya ba
= d(x,y)=3+3-4=2
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:_| Hamming uzakhgi

m  Hamming uzakhgi, iki vektor i¢in ayni konumdaki farkli eleman
sayisidir.

= Hamming uzakhgi genellikle iki vektor boolean degerlere sahipse
kullanilir.

= Ornek: x=10101 ve y=11110
d(x,y) =3
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:_l Locality-Sensitive Fonksiyonlarin Teorisi

LS fonksiyonlari (6rn. minhash fonksiyonlari), uzaklik degeri kiigiik olan
ciftleri kuvvetli aday cift olarak belirleyebilmektedir.

S-egrisindeki diklik arttik¢a, false positive ve false negative ciftlerin sayisi

azalir.

T /
/
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of documents
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:_l Locality-sensitive fonksiyon kiimesi

= LS fonksiyonlari, Jaccard uzakhgi, Hamming uzakhgi veya diger
uzakhklara uygulanabilir.
= LS fonksiyon kiimeleri asagidaki sartlari saglamalidir:

= Birbirine yakin giftleri uzak ciftlere gére daha ¢ok aday cift olarak
belirleyebilmelidirler.

= Fonksiyonlar birbirinden bagimsiz olmaldir ve bagimsiz olaylar icin cevap
olasiliklari tahmin edilebilmelidir.

= Aday giftleri, tim ciftlere (tim verilerine) bakma siiresine gére ¢cok daha kisa
siirede belirleyebilmelidirler.

= Birbirleriyle birlestirilebilir olmalidirlar. Boylelikle daha disiik false positive ve
false negative elde edilebilir.
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:_l Locality-sensitive fonksiyonlari

LS fonksiyonlari iki ¢ifti (dokiimani) giris olarak alir ve aday cift olup
olmadiklarina karar verir.

LS fonksiyonlari, girislerin hash degerini hesaplar ve sonucun esit olup
olmadigina gore bir karar verir.

En kolay yontemde, f(x) = f(y) ise X ve y aday gifttir, f(x) = f(y) ise X ve y
aday cift degildir.

Bu sekilde olusturulan fonksiyonlar LS fonksiyon kiimesi olarak
adlandinilir.

Karakteristik matris i¢in olusturulan minhash fonksiyonlari, LS fonksiyon
kiimesini olusturur.

Locality-sensitive fonksiyonlari

Bir uzaklik 6lguitti d igin, d; <d, olmak iizere iki uzaklik olsun.

Eger bir F fonksiyon kiimesindeki tum f fonksiyonlari agagidaki sartlari
saghyorsa (d,, d,, p;, p,)-sensitive olarak adlandirilir:

= Eger d(x,y) <d, ise, f(x) =f(y) olma olasiligi en az p, kadardir.
= Eger d(X,y) >d,ise, f(x) = f(y) olma olasiligi en ¢ok p, kadardir.

1 |
1 |
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i |
— 1 |
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candidate Py b e Ao
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:_| Jaccard uzakligi icin locality-sensitive fonksiyon kiimesi

= Jaccard uzakhg icin F fonksiyon kiimesi, herhangiiki d; ve d, uzaklklari

igin (d,, d,, 1 -d,;, 1-d,)-sensitive kimesi seklinde tanimlanir.
= Burada, 0<d,<d,<1dir.

= EgerJaccard uzakhgr d(x,y) <d, ise,
1-SIM(x,y)<d; = SIM(x,y) =1 -d, dir.

= EgerJaccard uzakhgi d(x, y) > d, ise,
1-SIM(x,y)>d,= SIM(x,y)<1-d, dir.

12



:_l Jaccard uzakhgi icin locality-sensitive fonksiyon kiimesi

Ornek:

d, =0.3ved, =0.6 olsun.

Minhash fonksiyon kiimesi (0.3, 0.6, 0.7, 0.4)-sensitive olarak
tanimlanabilir.

Jaccard uzakligi en ¢ok 0.3 olan X ve Y igin,
minhash fonksiyonu en az 0.7 (SIM(X, y) > 0.7) olasilikla ayni degeri
(ayni bucket’a eslestirir) uiretir.

Jaccard uzakligi en az 0.6 olan X ve Y igin,
minhash fonksiyonu en ¢ok 0.4 (SIM(X, y) < 0.4) olasilikla ayni degeri
(ayni1 bucket’a eslestirir) liretir.
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:_l Hamming uzakhgi icin locality-sensitive fonksiyon kiimesi

d-boyutlu x ve y vektorleri igin h(X, y) hamming uzakhgini gostersin.
Herhangi bir i.konumda X ve y esit ise, f;(x) = f;(y) olsun.

Rastgele segilen herhangi bir i igin, fi(X) = f;(y) olma olasihgi
1 - (h(x, y)/d) seklinde ifade edilir.

Hamming uzakhgi i¢in F fonksiyon kiimesi, herhangi iki d, ve d, igin
(dy, d,, 1-d,/d, 1-d,/d)-sensitive kimesi seklinde tanimlanir.

Burada, d; < d,"dir.

Jaccard uzakhgi 0-1 arasindadir, Hamming uzakhgi 0-d arasindadir. Bu
yuzden d ile boliinerek 6lgeklendirilmesi gerekir.

Minhash fonksiyonlariicin F kiimesinde sinirsiz fonksiyon olabilir, ancak
Hamming uzakligi icin d tanedir.
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:_| Locality-sensitive kiimesini iyilestirme

Bir F kiimesi (d,, d,, p;, p,)-sensitive olsun.
F kiimesinden bir F' kiimesi AND-construction ile olusturulabilir.

F' kimesindeki her fonksiyon F kiimesinden r tane fonksiyon
kullanilarak (birlestirilerek) olusturulur (r-way construction).

Her f eF’ fonksiyonu, {f; ,f,,..., fi}eF kiimesinden olusturulur.

Sadece ve sadece timi=1,2,.... r icin fi(x) = fi(y) (f;eF) olmasi
durumunda, f(x) = f(y) (f eF’) denir.

Elde edilen F' kimesi (d,, d,, (p,) ", (p,) ")-sensitive olur.

#ocality—sensitive kiimesini iyilestirme

F kiimesinden bir F' kiimesi OR-construction ile olusturulabilir.
F' kimesi F kiimesinden r tane fonksiyon kullanilarak olusturulur.
Her f eF’ fonksiyonu, {f; ,f,,..., fi}eF kiimesinden olusturulur.

Sadece ve sadece bir veya dahafazlai=1,2,..., r icin fi(x) = fi(y) (f;eF)
olmasi durumunda, f(x) = f(y) (f €F’) denir.

Elde edilen F' kimesi (d,, d,, 1- (1-p,) ", 1- (1-p,) ")-sensitive olur.

F kiimesindeki bir fonksiyonun X ve Yy'yi aday ¢ift yapma olasiligi p ise,
aday yapmama olasiligi 1 - p “dir.

I tane fonksiyonun aday yapmama olasiligi (1 - p)" “dir.

En az bir tane f; fonksiyonunun aday ¢ift yapma olasihgi 1 - (1 - p)’
seklinde hesaplanir.

15



:_l Locality-sensitive kiimesini iyilestirme

Ornek - 1

= F; kimesi F kiimesinden 4-way AND-construction ile tretilsin. F,
kiimesi de F; kiimesinden 4-way OR-construction ile uretilsin.

= 4-way AND fonksiyonlari, p olasiliklarini p* yapar.

= Ardindan uygulanan 4-way OR fonksiyonlari, p* olasiliklarini 1 - (1 - p%)*
yapar ve tablodaki yeni olasilik degerleri bulunur.

1—(1—pt*

= F minhash fonksiyonlari olsun. F kiimesi 0.2 0.0064
(0.2, 0.6, 0.8, 0.4)-sensitive ise, F, kimesi 0.3 0.0320
(0.2, 0.6, 0.8785, 0.0985)-sensitive olur. 0.4 0.0985
= F kiimesi yerine F, kiimesi kullanildiginda 0.5 0'2:2!,5
FN (0.8785) sayisi azalmistir, D'E D'Af2{:0
FP (0.0985) sayisi azalmgtir. 0.7 0.6666
0.8 0.8785

0.9 0.9860 ;

:_l Locality-sensitive kiimesini iyilestirme

Ornek - 2

» F kiimesine 6nce 4-way OR-construction, ardindan 4-way AND-
construction yapilsin.

= 4-way OR fonksiyonlari, p olasiliklarini 1 - (1 - p)* yapar.

= Ardindan uygulanan 4-way AND fonksiyonlari, 1 - (1 - p)* olasiliklarini
(1- (1 - p)**yapar ve tablodaki yeni olasilik degerleri bulunur.

= F kiimesi (0.2, 0.6, 0.8, 0.4)-sensitive ise, p | 1-1-p")*
F, kiimesi (0.2, 0.6, 0.9936, 0.5740)-sensitive olur. U-1 0.0140
0.2 0.1215
= Yiksek olasilik 1’e yaklagmistir. Duslik olasilik 0.3 0.3334
yikselmistir. 0.4 0.5740
= F kiimesi yerine F, kimesi kullanildiginda 8; gég;
FN (0.9936) sayisi azalmustir, 0.7 0.9680
FP (0.5740) sayisi artmistir. 0.8 0.9936
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:_l Locality-Sensitive Hashing - Uygulama

Parmak izi eslestirmede anormal degisimlere (ylksekliklerin sonlanmasi,
birlesmesi, ayrilmasi, ...) bakilir.

Parmak izindeki degisimler bulundugu konuma bagh olarak bir grid ile
gosterilebilir.

Parmak izlerini gésteren kiimedeki gridlerden olusan elemanlar Jaccard
uzakhgi veya Jaccard benzerligi ile karsilastirilabilir.

Parmak izi karsilastirmada iki amag olabilir:

= Bir parmak izi ile (6rn. silah lizerinde bulunan) veritabanindaki tiim parmak izleri
kasilastirilabilir (many-one problemi).

= Tim veritabanindaki parmak izleri icinde birbirine benzeyenler bulunabilir
(many-many problemi).

17



:_l Locality-Sensitive Hashing - Uygulama

m Rastgele secilen herhangi bir parmak izine ait grid icerisinde rastgele
secilen bir hiicrede anormal degisim bulma olasilig1 %20 olsun.

= Ayni parmaga ait iki parmak izinden birisinde degisim olan bir hiicre
icin digerine ait gridin ayni hiicresinde de anormal degisim olma
olasihigi %80 olsun.

= Locality-sensitive fonksiyonlar kiimesi F “deki her bir f fonksiyonu, tg
grid hiicresi belirlenerek tanimlanabilir.

» f fonksiyonu her iki parmak izinde de 3 grid hiicresinde anormal
degisim varsa "EVET" Uretir, aksi durumda "HAYIR" Uretir.

:_l Locality-Sensitive Hashing - Uygulama

= Many-one probleminin ¢oziimii igin F ‘deki fonksiyonlar kullanilarak
veritabanindaki parmak izlerinin ait oldugu bucket’lar hesaplanir.

= Girilen yeni parmak izinin ait oldugu bucket hesaplanir ve bu
bucket’taki tiim parmak izleriyle karsilastirilir.

= Many-many problemi igin tiim bucket’lardaki parmak izleri kendi
aralarinda ikili olarak karsilastirilir.

18



:_l Locality-Sensitive Hashing - Uygulama

» Ficerisindeki bir f fonksiyonu ile farkh parmaklara ait iki parmak izinin
ayni bucket’a atanma olasiligi (0,2)® = 0,000064 "tir (6 bagimsiz olay).

= Ayni parmaga ait birinci parmak izinde 3 hiicrenin de anormal degisime
sahip olma olasiligi (0,2)3, bu gergeklesirse ikinci parmak izindeki tig
hiicrenin anormal degisime sahip olma olasihgi (0,8)3 olur.

» Ficerisindeki bir f fonksiyonu ile ayni parmaga ait iki parmak izinin
ayni bucket’a atanma olasihig (0,2)3.(0,8)3 = 0,008 . 0,512 = 0,004096.

= Ayni parmaga ait iki parmak izinin ayni bucket’a gelme olasiligi yaklasik
900,41 (TP) olur.

= Farkli parmaklara ait iki parmak izinin ayni bucket’a gelme olasiligi
yaklasik 60,0064 (FP) olur.

:_| Locality-Sensitive Hashing - Uygulama

s F kiimesinden 1024-way OR-construction yapilsin.

= OR-construction ile herhangi bir f fonksiyonu icin aday yapilanlar (en az
bir ayni bucket) aday cift kabul edilir.

= OR-construction yapildiginda, (d,, d,, p,, p,)-sensitive kiimesi,
(dy,d,, T-(1-p)to% 1-(1-p,)t9?)-sensitive kimesine dénusur.

= Ayni parmaga ait iki parmak izinin en az bir (OR) ayni bucket’ta yer
alma olasiligi 1 - (1 - 0,004096)1924 = 0,985 (%98,5) olur.

(FN %1,5 — tanima hatasl, kontrol edilmesi gereken ancak kontrol
edilmeyen).

= iki farkli parmaga ait iki parmak izinin ayni bucket’ta yer alma olasiligi
1-(1-0,000064)192=0,063 (%6,3) olur.
(FP %6,3 — veritabaninda gereksiz bakilan oran).
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= Blylk veri icerisinde benzer goriintilerin (yliz, manzara, ¢izim, ...)
bulunmasi icin kullanilan yontemlere yonelik bir arastirma 6devi
hazirlayiniz.
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