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:_l Clustering yontemleri

m Clustering noktalar toplulugunun bir uzaklik 6l¢itiine gore
gruplandiriimasidir.

= Ayni cluster igerisinde yer alan noktalar diger cluster’lar icerisinde yer

alan noktalara gore birbirine daha yakindir.
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:_l Points, spaces, distances

m Clusteringicin iki temel yaklasim vardir: hiyerarsik ve nokta atama.

m Clustering icin uygun bir veri seti noktalar toplulugudur ve her nokta
uzaydaki bir nesnedir.

= Oklit uzayindaki noktalar reel sayilardan olusan vektor ile gosterilir.
= Vektor elemanlari koordinat olarak adlandirilir.
= GUnlUmiuzdeki clustering problemleri ¢ok biiyiik boyuttadir.

= Noktalar arasindaki uzaklik dl¢ltlerinde asagidaki sartlar saglanir:
= Noktalar arasindaki uzakliklar her zaman pozitif olur.
= Uzaklik simetriktir. Uzaklik hesaplanirken noktalarin sirasi 6nemli degildir.

= Uzakhk élgiitleri licgen esitsizligine uymaldir. d(x, y) + d(y, 2) > d(x, 2)
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iCIustering stratejileri

= Cluster 6zeti icin Oklit uzayinda noktalarin orta noktasi (centroid) alinir.
= Oklit disindaki uzaylarda cluster zeti igin farkli yontemler kullanilir.

= Kullanilan yontemlere gore clustering algoritmalari iki gruba ayrilir:

(1) Hiyerarsik veya agglomerative

= Her nokta kendi cluster’ina ait tek nokta alinarak olarak baslanir.

= Yakinhk durumuna gore noktalar birlestirilerek cluster’lar olusturulur.

= Algoritma 6nceden belirlenen cluster sayisina ulasildiginda veya
noktalar arasinda belirli uzakliga ulasildiginda sonlanir.

(2) Nokta atama
= Baslangicta belirlenen sayida cluster belirlenir.
= Her nokta en iyi eslestirildigi cluster’a atanir.

m Outlier noktalar herhangi bir cluster’a atanmayabilir.
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:_l Hiyerarsik Clustering

Hiyerarsik clustering algoritmalarinda her nokta bir cluster alinarak
baslanir ve cluster’lar birlestirilir.

= Oklit uzayinda cluster’larin ézetleri icin centroid kullanilir.
= Oklit olmayan uzaylarda ise cluster’larin 6zeti igin clustroid kullanilir.

= Clustroid bir cluster’i temsil eder ve uygulamaya 6zgi belirlenecek bir
yontemle elde edilebilir.
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:_l Oklit uzayinda hiyerarsik clustering

Tum hiyerarsik clustering algoritmalari her noktayi bir cluster alarak
bagslar.

m Kuguk iki cluster birlestirilerek biiyiik bir cluster olusturulur.

= Hiyerarsik clustering algoritmalarinda asagidakilerin belirlenmesi
gerekir:

= Cluster’larin nasil gosterilecegi
= iki cluster’in birlestirilmesinin nasil yapilacag
= Cluster birlegstirmenin ne zaman sonlanacagi

= Algoritma asagidaki islem adimlarini tekrarlar.

WHILE it is not time to stop DO
pick the best two clusters to merge;

combine those two clusters into one cluster;
END;

iﬁ)klit uzayinda hiyerarsik clustering

Ornek

= Asagidaki veri seti iki boyutlu Oklit uzayindadir.

= Baslangigta tiim noktalar kendi cluster’ina aittir ve orta noktadir.

= Envyakin iki nokta ¢ifti (10, 5) ile (11, 4) ve (11, 4) ile (12, 3), d = 212
= (11, 4)ile (12, 3) birlestirildiginde orta nokta (11.5, 3.5) olur.
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:_l Oklit uzayinda hiyerarsik clustering

Ornek
= Sonraki adimda (10, 5) ile centroid arasindaki uzaklik (2.12) olur.

= (4, 8)ile (4, 10) arasindaki uzaklik (2.0) olur. ikinci adimda bu iki nokta
birlestirilir ve centroid (4, 9).

= Ardindan (10, 5) noktasi ile (11.5, 3.5) cluster’i birlegtirilir.
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:_l Oklit uzayinda hiyerarsik clustering

Cluster birlestirme kurallan

= ki farkli cluster icindeki noktalardan en yakin olanlarin uzakhg
minimum olan iki cluster birlestirilir (En yakin komsu algoritmasi).

= ki farkli cluster icindeki noktalardan en uzak olanlarin uzakligi minimum

olan iki cluster birlestirilir (En uzak komsu algoritmasi).

= ki farkli cluster’daki tiim nokta giftlerinin birbirine uzakliklarinin
ortalamasi minimum olan iki cluster birlestirilir.

= Bir cluster’in yarigapi tiim noktalarin centroid’e maksimum uzakhgini
belirler. iki cluster birlestirilirken minimum yarigapi olusturacak iki
cluster birlestirilir.

= Bir cluster’in ¢api cluster igindeki en uzak iki noktanin uzakhgini
belirler. iki cluster birlestirilirken minimum ¢ap1 olusturacak iki cluster
birlestirilir.




Oklit uzayinda hiyerarsik clustering

Cluster birlestirmeyi sonlandirma

m Cluster ¢api belirlenen threshold degerini astiginda birlestirme
yapiimaz.

m Cluster icindeki nokta yogunlugu belirlenen threshold degerini
astiginda birlestirme yapilmaz.

= Iki cluster birlestirilince kétii bir cluster olusacaksa (Orn.: Cluster capi
aniden cok yikselecekse) birlegtirme yapilmaz.

:_l Oklit uzayinda hiyerarsik clustering

Algoritmayi sonlandirma

= Onceden belirlenen sayida cluster’a ulasildiginda algoritma
sonlandinilabilir.

m Cluster centroid noktasindan ortalama uzaklik belirli bir threshold
degeri astiginda sonlandirilabilir. Cluster genisligi belirli bir alanda
tutulmak istenebilir.

= Tim cluster’lar birlestirilip tek cluster elde edilince algoritma
sonlandirihr.




Oklit uzayinda hiyerarsik clustering

m TUm cluster’lar agac yapisinda gosterilebilir.
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Oklit olmayan uzaylarda hiyerarsik clustering

Oklit olmayan uzaylarda uzaklik élgiitiiniin (Jaccard, edit, ...)
belirlenmesi gereklidir.

Oklit olmayan uzaylarda konum bilgisi tanimlanmaz.

Oklit olmayan uzaylarda iki noktanin orta noktasi da
tanimlanamayabilir.

Oklit olmayan uzaylarda noktalar birlestirilemez ve noktalardan birisi
cluster’i temsil eder (clustroid).

Clustroid noktasi igin,

» Cluster igcindeki diger noktalara uzakhgin toplami alinabilir.

m Cluster icindeki diger noktalara maksimum uzakligi olan nokta alinabilir.
= Cluster icindeki diger noktalara uzaklklarin karelerinin toplami alinabilir.

= Tiim noktalara en yakin nokta orta nokta segillir.

:_l Oklit olmayan uzaylarda hiyerarsik clustering
Ornek

Oklit olmayan uzaylarda uzaklik él¢itiiniin belirlenmesi gereklidir.
Bir cluster , , , noktalarina sahip olsun.
Aralarindaki uzaklik edit distance ile asagidaki gibi hesaplanir.

|| ecdab ‘ abecb | aecdb ‘

abcd 5 3 3 ‘
aecdb 2 2
abecb 4

Cluster’in centroid noktasi igin g kriter asagidaki gibi hesaplanir.

Point |Sum Max Sum-Sq

abcd 11 5 43
aecdb 7 3 17
abecb 9 4 29
ecdab 11 5 45

Ug kritere gore de noktasi centroid alinir.
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:_l Oklit olmayan uzaylarda hiyerarsik clustering

Cluster birlestirme
= Clustroid noktalari birbirine en yakin olan cluster’lar birlestirilebilir.

m Cluster’lardaki tiim noktalarin arasindaki uzakliklarin minimum oldugu
iki cluster birlestirilebilir.

m Cluster’lardaki noktalarin uzakliklarinin ortalamalarinin minimum
oldugu iki cluster birlestirilebilir.

Birlestirmenin sonlandiriimasi
m Cluster icerisindeki nokta yogunluguna gore birlestirme sonlandirilabilir.
m Cluster yarigapi veya gapina goére birlestirme sonlandirilabilir.
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:_l K-Means Algoritmasi

s K-means algoritmasi nokta atamasi seklinde clustering yapan
algoritmalardan en yaygin kullanilandir.

= K-means algoritmasi Oklit uzayinda clustering yapar ve cluster sayisi
(K) baslangigta belirlenir.

Initially choose k points that are likely to be in
different clusters;
Make these points the centroids of their clusters;
FOR each remaining point p DO
find the centroid to which p is closest;
Add p to the cluster of that centroid;
Adjust the centroid of that cluster to account for p;
END;

= Algoritmanin temeli for-loop kismidir. Noktalarin en yakin oldugu
centroid bulunarak cluster atamasi yapilir.

= Cluster’in centroid noktasi nokta eklendikge yeniden hesaplanir.
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K-means icin baslangic cluster’lari

= Baslangig¢ noktalan birbirlerinden olabildigince uzak olmalidir.

= Ornek veri iizerinde hiyerarsik clustering yapilarak centroid noktalari
belirlenebilir.

= Ornekte ilk nokta (6, 8), ikinci nokta (12, 3) alinabilir.

= ilkiki noktaya en uzak nokta (2, 2) iigiincii nokta alinabilir.
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Dogru k degerinin belirlenmesi

Dogru k degeri bilinemeyebilir, ancak farkli k degerleri igin clustering
kalitesi dlculebilir.

Segilen cluster sayisi, dogru cluster sayisina esit veya biiylikse cluster
yarigapi veya ¢api nokta ekledikce yavas bir sekilde artar.

Segilen cluster sayisi, dogru cluster sayisindan kiiglik ise yarigap veya
¢ap aniden yikselir.

T

Average \
Diameter \ Correct value of &
A

\ o
N2

Number of Clusters —=

Dogru k degerinin belirlenmesi

Dogru k degerine iliskin bir bilgi yoksa, k degeri 1, 2, 4, 8, ... seklinde
artinllarak denenir ve en uygun k degeri belirlenir.

Yarigap veya ¢ap degeri hangi aralikta aniden diiserse o aralikta binary
search ile dogru k degeri belirlenebilir.

k degerinin X ile y arasinda olacagi belirlenmis olsun.
z=(x+Y)/2degerine bakilir.
Xile z arasindaki degisim ile z ile y arasindaki degisime bakilir.

Hangi aralikta degisim yliksekse o aralikla devam edilir.
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BFR algoritmasi

= BFR (Bradley, Fayyad, Reina), k-means algoritmasinin ¢ok boyutlu Oklit
uzayinda clustering icin tasarlanmis seklidir.

m BFR algoritmasi cluster icindeki noktalarin centroid noktasina gére
diizgiin dagilimda oldugunu kabul eder.

m Cluster icindeki noktalarin boyutlara goére ortalamasi ve standart
sapmasi farkl olabilir, ancak cluster eksenleri Oklit uzayindaki
eksenlerle ayni olmalidir.

OK OK Not OK




BFR algoritmasi

= BFR algoritmasi k tane noktayi secerek bagslar.

= Baslangic noktalari olabildigi kadar birbirinden uzak segcilir.

= Veri dosyasindan noktalar biiyiik bloklar halinde okunur.

= Her veri blogu hafizada islenebilecek kadar noktaya sahiptir.
= Hafizada k tane cluster 6zeti saklanir.

= Ana hafizada veri blogu disinda lig tiir nesne vardir:

= Discard set: Cluster’larin basit 6zetleridir. Ozetin gésterdigi noktalar atilir, ancak
ozet hafizada tutulur.

= Compressed set: Cluster 6zetine benzer sekilde birbirine yakin noktalarin 6zetidir.
Diger cluster’lara yakin degillerdir. Bu cluster 6zetine minicluster denir.

= Retained set: Herhangi bir cluster’a heniiz atanmamis noktalar kiimesidir.
Herhangi bir compressed set igerisine alinacak kadar yakin degillerdir. Bu noktalar
hafizada oldugu tutulur.

:_l BFR algoritmasi

= BFR algoritmasindaki discard, compressed ve retained set gésterimi.

Points in the

L . retained set e
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A cluster. Its points Its centroid

are in the discard set.
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BFR algoritmasi

Cluster’lar igin discard ve compressed kiimeleri d boyutlu uzayda 2d + 1
tane deger ile gosterilir.

= Temsil edilen noktalarin sayisi N ile gosterilir.

= Her boyuttaki tiim noktalarin bilesenlerinin toplami. d boyutunda bir vektordiir
(SUM). i.boyuttaki toplam deger SUM, olur.

= Her boyuttaki tiim noktalarin bilesenlerinin karelerinin toplami. d boyutunda bir
vektordiir (SUMSQ). i.boyuttaki toplam deger SUMSQ; olur.

Bir nokta kiimesi her boyut icin, nokta adedi, centroid ve standart
sapma ile gosterilir.

I.boyuttaki centroid koordinati SUM;/ N ile hesaplanir.
i.boyuttaki varyans (SUMSQ;/ N) - (SUM,/ N)? ile hesaplanir.

Standart sapma ise varyansin karekokii alinarak hesaplanir.

:_l BFR algoritmasi

Ornek

Bir cluster (5, 1), (6, -2) ve (7, 0) noktalarina sahip olsun.
N =3, SUM =[18, -1], SUMSQ =[110, 5] olur.
Centroid = SUM /N =[6, -1/3] olur.

Birinci boyut icin varyans = 110/3 — (18/3)2 = 0.667,
Standart sapma = 0.816 olur.

ikinci boyut igin varyans = 5/3 — (-1/3)2 = 1.56,
Standart sapma = 1.25 olur.
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:_l BFR algoritmasinin ¢alismasi

BFR algoritmasi her yeni gelen veri blogu (chunk) icindeki noktalar
lizerinde islem yapar.

Bir cluster centroid’ine yeterli diizeyde yakin olan tiim noktalar o
cluster’a atanir.

Cluster’in N, SUM, SUMSQ degerleri giincellenir ve yeni nokta silinir.

Yeterli diizeyde bir cluster’a yakin olmayan noktalar retained set
icerisine aktarilir.

Singleton cluster’lar retained set noktalarini olusturur.
Retained set icerisindeki noktalar hiyerarsik olarak kiimelenebilir.
Birbirine yeterli diizeyde yakin iki nokta bir cluster’a donusturiilur.

Birbirine yeterli diizeyde yakin iki cluster bir cluster’a donuistiriilir.
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:_l BFR algoritmasinin calismasi

= Birden fazla noktaya sahip cluster’lar 6zetlenir ve compressed set
olusturulur.

= Singleton cluster’lar retained set icerisindeki noktalari olusturur.
= Bir cluster’a atanan noktalar ikincil diske aktarilir ve hafizadan silinir.

= Minicluster’lar ve retained set noktalari k tane cluster’dan birisine belirli
dizeyde yakin degilse birlestirilemez.

:_l BFR algoritmasinin ¢alismasi

Son chunk geldikten sonra, compressed set ve retained set lizerinde
bazi islemlerin yapilmasi gerekir:

1. Retained set noktalari outlier olarak alinabilir ve bir cluster’a atanmaz.

2. Retained set noktalari kendisine en yakin cluster’a atanabilir.
= Yeni gelen noktanin hangi cluster’a atanacagi iki sekilde belirlenebilir:

= Bir p noktasi kendisine en yakin centroid’e sahip cluster’a atanir. Ancak, chunk
icindeki tiim noktalar atandiginda baska bir cluster centroid’i p noktasina daha
yakin olabilir. Tum noktalardan érnekler segilerek tahmin yapilir.

= pnoktasinin cluster’larin centroid’i arasindaki Mahalanobis uzakligi hesaplanarak
ait olacagi cluster tahmin edilir. p = [py, P,, .-, Pgls € = [Cy, C, ..., C4], © = Stddev.

d
Mahalanobis distance = Z(M)Q

o;
i=1 t
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:_l CURE algoritmasi

CURE (Clustering Using REpsentatives) algoritmasi Oklit uzayinda biiyiik
olgekli veride clustering yapar.

m CURE algoritmasi az sayida 6rnek noktayi kullanarak diskteki buyiik
veriyi cluster’lara ayirir.

= Cluster’lari centroid ile temsil etmek yerine, bir grup nokta ile temsil
eder. Sekilde iki cluster ile gbsterim yapiimistir.

= ilk cluster daire, ikinci cluster etrafini saran ¢ember ile ifade edilmistir.
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il(onular

= Clustering Yontemleri
= Points, spaces, distances
= Clustering stratejileri
Hiyerarsik Clustering
= Oklit uzayinda hiyerarsik clustering
= Oklit olmayan uzaylarda hiyerarsik clustering
= K-Means Algoritmasi
= K-means igin baslangig cluster’lari
= Dogru k degerinin belirlenmesi
= BFR Algoritmasi
= BFR algoritmasinin ¢alismasi
= CURE Algoritmasi

= CURE algoritmasinda baslangi¢
= CURE algoritmasinin tamamlanmasi

:_l CURE algoritmasinda baslangic

Kiigiik bir 6rnek veri hafizaya alinir ve cluster’lar olusturulur.
= Genellikle orijinal verinin %2.5 kismi rastgele secilerek alinabilmektedir.

= Baslangigta herhangi bir clustering yontemi kullanilabilir. CURE
algoritmasi tek sayida cluster olusturur (Hiyerarsik gdsterim igin).

= Her cluster az sayida nokta kiimesi segilerek temsil edilir.

= Secilen noktalar olabildigi kadar birbirinden uzakta olmalidir.
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:_l CURE algoritmasinda baslangi¢

= Cluster’i temsil eden noktalar, centroid ile aralarindaki uzakligin belirli
oraninda centroid noktasina dogru yer degistirir (0 < a < 1).

= Temsil noktalari a < 0.2 (%20) oraninda yer degistirilebilir.

= Farkli iki cluster’daki en yakin temsil noktalari birbirine esik degerden

daha yakin olan cluster’lar birlestirilir.

#(onular

= Clustering Yontemleri
= Points, spaces, distances
= Clustering stratejileri
Hiyerarsik Clustering
= Oklit uzayinda hiyerarsik clustering
= Oklit olmayan uzaylarda hiyerarsik clustering
= K-Means Algoritmasi
= K-means icin baslangi¢ cluster’lan
= Dogru k degerinin belirlenmesi
= BFR Algoritmasi
= BFR algoritmasinin galismasi
= CURE Algoritmasi
= CURE algoritmasinda baglangig¢
= CURE algoritmasinin tamamlanmasi
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iCURE algoritmasinin tamamlanmasi

= Noktalarin yer degistirmesinden sonra birbirine yeterince yaklasan iki
ayri nokta (farkl iki cluster’da) varsa bu cluster’lar birlestirilir.

= Birlestirme asamasi yeterince yakin iki cluster bulunamayincaya kadar
tekrarlanir.
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i@dev

= Stream’ler igin clustering algoritmalari hakkinda bir arastirma odevi
hazirlayiniz.
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