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:_l Frequent Itemsets

= Frequent itemset’ler ve birliktelik kurallari farkli alanlardaki
uygulamalarda yaygin kullaniimaktadir.

= Market sepeti modelinde, item’lar ile sepetler arasinda many-to-many
iliski belirlenir.

= Frequent itemsets problemi, ayni sepette bulunan item kiimeleriyle
ilgilenir.

m A-Priori algoritmasi kiicik kiimelerden baslayarak biiyiik kiimelerin
frequent itemset olup olmadigina karar verir.

= Frequent itemset’lerin tamamini bulmak yerine, yaklasik frequent
itemset bulan algoritmalar daha hizli sonug liretir.
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:_l Market sepeti modeli

Market sepeti modeli, iki tire ait nesnelerin many-to-many iligkisini
tanimlamak igin kullanilir.

Veri tirleri, pargalar (items) ve sepetler (transactions) olarak tanimlanir.
Her sepet bir item kiimesine sahiptir (itemset).

Genellikle, bir sepet icindeki item sayisi, toplam item sayisina goére ¢ok
kigliktiir.

Toplam sepet sayisi genellikle hafizaya sigmayacak kadar fazladir.
Veri, market sepetlerinin sirali gésterimi seklinde ifade edilir.
Cok sayida sepette yer alan item kiimesi frequent olarak ifade edilir.

S bir esik destek degeri (minimum support value) ve | item kiimesi iken,
| item kiimesinin alt kiimesi oldugu sepet sayisi, S degerine esit veya
biiyiikse | frequent itemset olarak adlandirilir.

:_| Market sepeti modeli

Asagida her kelime bir item, her kiime bir sepettir.
1. {Cat, and, dog, bites}

2. {Yahoo, news, claims, a, cat, mated, with, a, dog, and, produced, viable,
offspring}

3. {Cat, killer, likely, is, a, big, dog}

4. {Professional, free, advice, on, dpg, training, puppy, training}
5. {Cat, and, kitten, training, and, behavior}

6. {Dog, &, Cat, provides, dog, training, in, Eugene, Oregon}

7. {“Dog, and, cat”, is, a, slang, term, used, by, police, officers, for, a, male-
female, relationship}

8. {Shop, for, your, show, dog, grooming, and, pet, supplies}

Dog kelimesi 7 sepette vardir ve support degeri 7/8 olur.

Cat kelimesi 6 sepette vardir ve support degeri 6/8 olur.




=

. {Cat, and, dog, bites}

o

. . . {Yahoo, news, claims, a, cat, mated, with, a, dog, and, produced, viable,
:_l Market sepeti modeli ofspring}

w

{Cat, killer, likely, is, a, big, dog}
. . v . 4. {Professional, free, advice, on, dog, training, puppy. training}
Minimum support degeri s = 3 olsun.

5. {Cat, and, itten, training, and, behavior}

. 6. {Dog, &, Cat, provides, dog, training, in, Eugene, Oregon}
Tek elemanli 5 frequent itemset Vardir. - o wa e i o s o, used, by police, offcers, or o, male

female, relationship}

{dog}’ {Ca‘t}, {and}' {a}' {trai n i ng} 8. {Shop, for, your, show, dog, grooming, and, pet, supplies}

iki elemanli frequent itemset’lerde her iki elemanda frequent item
olmak zorundadir.

1-frequent itemset’lerin birlikte yer alabilecegi 10 olasilik vardir.

H training ‘ a | and | cat |
dog | 4,6 2,3,7][1,28]1,2,3,6,7|
cat | 5,6 2,3, 71,25
and || 5 2,7
a none

iki elemanl (2-frequent itemset) 5 tane frequent itemset vardir.
{dog, a}:3, {dog, and}:3, {dog, cat}:5, {cat, a}:3, {cat, and}:3

. {Cat, and, dog, bites}

o

. {Yahoo, news, claims, a, cat, mated, with, a, dog, and, produced, viable,

. {Cat, killer, likely, is, a, big, dog}

:_l Market sepeti modeli * oftping

S

. {Professional, free, advice, on, dpg, training, puppy, training}

5. {Cat, and, kitten, training, and, behavior}

Ug elemanli frequent itemset’lerde
her iki elemanl alt kiime frequent
itemset olmak zorundadir.

{

5.4

6. {Dog, &, Cat, provides, dog, training, in, Eugene, Oregon}
!

“Dog, and, cat”, is, a, slang, term, used, by, police, officers, for, a, male
female, relationship}

8. {Shop, for, your, show, dog, grooming, and, pet, supplies}

{dog, a, and} uglusu, {dog, a} alt kimesi 2-frequent itemset olmadigi
icin 3-frequent itemset olamaz.

{dog, cat, and} tglusq, ikili alt kimelerinin timi 2-frequent itemset
oldugu icin aday 3-frequent itemset'tir.

{dog, cat, and} tgllusl sadece 1 ve 2. sepetlerde birlikte yer aldigi igin
3-frequent itemset olamaz.

{dog, cat, a} Gglusq, ikili alt kimelerinin timu 2-frequent itemset
oldugu icin aday 3-frequent itemset'tir.

{dog, cat, a} tglus, 2, 3 ve 7. sepetlerde birlikte yer aldigi igin 3-
frequent itemset’tir.
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:_l Market sepeti veri gbsterimi

m  Market sepeti verisi bir file icerisinde sepetler halinde saklanir.

Veri dagitik saklanabilir veya klasik bir dosyada saklanabilir.

{23,456,1001}{3,18,92,145}{. ..

m Veri Gzerindeki tiim islemler bir makine tarafindan yapilabilir veya
uygulamaya gére MapReduce gibi yontemlerle parcalanabilir.

= Dagitik islem sonuglarini birlestirerek genel bir threshold degerine gore
itemset elde etmek bazi uygulamalarda zordur (frequent itemset).

= Dosya boyutlari genellikle ¢ok biyiiktiir ve hafizaya sigmaz.
m Diskten okuma stliresi en 6nemli maliyeti olusturur.

=  Genellikle sepet boyutlari kiigiiktiir ve tGzerindeki islem siiresi diskten
okumaya gore ¢ok kiigliktiir.

m Uygulamalarda frequent itemset genellikle kiiciik boyuttadir (2 veya 3). .




:_l Market sepeti veri gosterimi
= Frequent itemset algoritmalari veri lizerinden gegerken farkh
hesaplamalar da yapabilir (Orn. verideki tiim ¢iftlerin bulunmasi).

= Tiim veri hafizada tutulmazsa ciftlerin adetlerinin hesaplanmasi icin
diskten okuma gereklidir.

Ornek

= Bir algoritma ile n item igerisindeki tiim giftlerin kombinasyonunu
saymak istiyoruz.

= C(n, 2) =n!/((n-2)! 2!) adet tamsay (yaklasik n%/2) saklamak igin
hafizada alana ihtiya¢ duyulur (sayag adedi).

= Her tamsayi 4 byte ile saklanirsa 2n2 byte alana ihtiya¢ duyulur.

= Hafizada ayrilan alan 2GB (2n? = 231 byte) ise n < 215
(yaklasik n <32.000 adet gift) olur.

:_l Market sepeti veri gbsterimi

Uggen matris yontemi

= N elemanh bir kiimede bulunan giftlerin adetleri tamsayi degerlerden
olusan matris kullanilarak saklanabilir.

= Matriste {i, j} ikilisi i¢in i. satir ve j. stituna deger yazilir, ancak {j, i} bos

kalir. Matrisin yarisi kullaniimaz.

a|lblc|d|e|f|g|[h]|ilij

m Ciftlerin adetleri liggen dizi ile tutulabilir. °© a b ¢
= a[k] dizi elemani {i, j} ciftinin adedini h

m
-
(— p— N K- ™

tutar (S = matris satir/siitun sayisi).

k=G*D)+j—-((i*@{+1)/2)
= Tumgiftlerin adetleri {1, 2}, {1, 3}, ...{1,n}, {2, 3}, {2, 4}, ...,{2, n},
..., {n-2, n-1}, {n-2, n}, {n-1, n} seklinde tek boyutlu dizide tutulur.




:_l Market sepeti veri gosterimi

Monotonicity

= Eger, | item kiimesi frequent ise, | kiimesinin tiim altkiimeleri de
frequent’tir (monotonicity).

m Jc lise, | daki item’lari bulunduran sepetler, J deki item’lari da
kesinlikle bulundurur (J.support > l.support).

= {dog, cat, and} frequent itemset ise {dog, cat}, {dog, and}, {cat, and}
itemset’lerin tamami da frequent itemset'tir.

= Bir frequent itemset ile frequent superset olusturulamiyorsa bu itemset

maximal olarak adlandirilir.

= {dog, cat, and} frequent itemset, herhangi bir 4-frequent itemset’in alt
kiimesi degilse maximal itemset'tir.
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:_l Frequent itemsets uygulamalari

Market sepeti modeli gergek alisveris sepeti analizinde kullaniimaktadir.
Supermarketler veya magaza zincirleri satilan tim Grtnleri kaydeder.
Bir miisterinin aligverisi bir sepeti, sepetteki her iiriin item’ ifade eder.

Frequent itemset’ler bulunarak birlikte alinan iirlinler belirlenir.

Related concepts

Item’lar kelime ve sepetler ise dokiiman (Web page, blog, tweet, ...)
olarak alinir.

Bir dokiiman (sepet) kelimeleri (item’lari) igerir.

Ayni dokiimanlarda birlikte sik gegen kelimeler aranirsa stopword’ler
(gibi, ile, a, the, ...) elde edilir.

Tim dokiimanlarda yaygin kullanilmayan kelime ciftleri dokiimanin
konusunu daha ¢ok yansitir.

:_l Frequent itemsets uygulamalari

Plagiarism

Dokiimanlarin benzerliginin bulunmasinda kullanilir.

Ayni ciimlelerin farkl dokiimanlarda birlikte yer almasina bakilir.

Biomarkers

Item’lar iki tir biomarker ile ifade edilebilir: kan proteinler/genler ve
hastaliklar.

Her sepet bir hasta hakkindaki bilgileri icerir (genome, kan analiz
degerleri, hastaligin medikal ge¢misi, ...).

Bir frequent itemset bir hastalik ile bir veya daha fazla biomarker’i
icerir.

Bir hastalikta yer alan biomarker’ler belirlenebilir.

Benzer hastaliga neden olan biomarker’lar belirlenebilir.




il(onular

= Frequent Itemsets

= Market sepeti modeli

= Market sepeti veri gosterimi

= Frequent itemsets uygulamalari
« A-Priori Algoritmasi

= Hafizada Biiyiik Veri Kiimelerinde islem
= PCY algoritmasi
= Multistage algoritmasi
= Multihash algoritmasi

:_l A-Priori Algoritmasi

= Hafizada tiim ciftlerin adetlerini tutmak igin yeterli alan olsa bile, tiim
sepetlerdeki giftlerin adetlerinin sayilmasi uzun zaman alir.

m Eger cok sayida cift varsa, basit bir sayma islemi bile hafizada yapilamaz.
= A-Priori algoritmasi sayilacak giftlerin adedini azaltir.

= A-Priori algoritmasinin literatiirde farkli versiyonlari gelistirilmistir
(6nislemler ile aday frequent itemset olusturmada farkliliklar vardir).

m A-Priori algoritmasi verinin Gizerinden her iterasyonda iki kez gecer.




:_l A-Priori Algoritmasi

Downward closure property
Eger bir itemset minsup degerine sahipse, bu itemset’in bos kiime
haric tiim altkiimeleri de minsup degerine sahiptir.

Apriori property
Bir transaction, X ‘deki item’lara sahipse, X’in bos kiime hari¢ tim
alt kiimelerine de sahip olmak zorundadir.

Pruning
Apriori algoritmasi minsup degerine sahip olmayan birliktelik kural
adaylarini temizler.

:_l A-Priori Algoritmasi

Algoritma | itemset igerisindeki elemanlarin timdyle sirali
(lexicographic order) oldugunu varsayar.

Bir k-itemset asagidaki gibi gosterilir ve w[1], w[2], ..., w[K] birer
item’dir.

w1, w[2], ..., wlk]}

Apriori algoritmasi tiim frequent itemset’lerin verileri Gzerinden
birden fazla gecerek islem yapar.

Apriori algoritmasi level-wise search yapar ve her geciste her bir
item icin support degerlerini ve frequent olup olmadiklarini
belirler.

Once her bir item icin frequent 1-itemset’i olusturur ve her
iterasyonda 2-itemset, 3-itemset seklinde artarak devam eder.
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:_l A-Priori Algoritmasi

ilk gegis

mA-Priori algoritmasi verinin lizerinden ilk gegiste, 6nce item isimlerini
(gerekiyorsa) tamsaylya donustirar (1 -> n) ve bir tabloda tutulur.

mArdindan, item adetlerinin tutulmasi igin baska bir tablo olusturulur ve
baslangicta item’larin adetleri O yapilr.

aTiim sepetlerden ilk geciste karsilasilan item’in adedi bir artirilir.

sTUm sepetlerden gectikten sonra support degerini saglayan tek item’lar
frequent item olarak alinir.

sTek item’dan olusan frequent item sayisi genellikle %01 civarindadir.

sArdindan, tim ikili eslestirmelerden aday 2-frequent itemset’ler
belirlenir.

:_l A-Priori Algoritmasi

ikinci gegis

sAday 2-frequent itemset’lerin tiim sepetlerdeki adetleri sayilir.

sBir cift item’in her ikisi de ayri1 ayri frequent item degilse kendisi de
frequent item olamaz.

nilk geciste frequent item olmayan tek item’larin icinde oldugu tiim ciftler
elimine edilmis olur.

aTiim ikili aday itemset’lerin adetlerini tutmak icin gereken yer yaklasik
2n2 olur.

n1-frequent itemset sayisi m ise 2m? alan gerekir.
=M =n/2 ise, adet tutmak i¢in toplam gerekli alan 2(n/2) 2=n?/2 olur.

aTlm item’larin yarisi elimine edilse bile, ciftlerin adetlerinin saklanmasi
icin gerekli alan 1/4’e iner.

11



ﬁ-Priori Algoritmasi

| Her item icin support degeri hesaplanir. Candidate 1-itemset olusturulur. |

Algorithm Apriori(T) /

1

2

3 for(k=2;F,#J; ktt)do

4

5

i) for each candidate ¢ € C; do
7 if ¢ is contained in ¢ then
8 C.couni++;

9 endfor

10 endfor

C, < init-pass( T // the first pass over T
Fi<=3/| /e C, fcount/n = minsup}; [/ nis the no. of transactions in 7’

// subsequent passes over T

C; « candidate-gen(F; 4); —>| Candidate k-itemset olusturulur. |
for each transactionf € 7 do — // scan the data once

Candidate k-itemset
elemanlarinin T igerisindeki
sayisi (support) bulunur.

A4

11 F,« {c e G| c.countin 2 minsup }

12 endfor \)| F k-itemset olusturul
13 return F(— Uj: Fj” requent -ltemset olugturulur.

ﬁ—Priori Algoritmasi

Son elemanlari farkli |

Function candidate-gen(F)_;)

// initialize the set of candidates
// find all pairs of frequent itemsets
// that differ only in the last item

/! according to the lexicographic order

/{ join the two itemsets f; and />
// add the new itemset ¢ to the candidates

—>| Pruning agsamasi |

/{ delgte ¢ from the candidates

1 Coe @

2 ferallfi, /5 € Fi

3 \’\-’ithﬁ = {f]., R 2 f"j(_]}

4 and f5={iy, ..., dg2ii'k1}

5 and i, <i’_; do

6 R 1IN i S E
7 Cpe Cpu {e};

8 for eachs of ¢ do —
9 if (s € Fj_y) then

10 delete ¢ from Cj;

11 endfor

12 endfor

13 return Cy

// return the generated candidates

12



:_l A-Priori Algoritmasi
Ornek

= Asagida 3. seviyede olusturulan frequent 3-itemset verilmistir.
F;={{1,2,3},{1, 2,4}, {1, 3,4}, {1, 3, 5}, {2, 3, 4}}

= Join asamasinda {1, 2, 3, 4} ve {1, 3, 4, 5} olusturulur.

m {1, 2, 3, 4} birinci ve ikinci itemset’leri ile olusturulur.

s {1,3,4,5}ise{1, 3, 4}ile {1, 3, 5} itemset’leri ile olusturulur.

= Pruning asamasindan sonra sadece {1, 2, 3, 4} kalir.

= {1, 4, 5} kiimesi ve {3, 4, 5} kiimesi, frequent 3-itemset icerisinde
olmadigindan {1, 3, 4, 5} silinir.

:_| A-Priori Algoritmasi
Ornek

= Asagida 7 transaction’a sahip bir T kiimesi verilmisgtir.

= minsup = 30% (en az 3/7) alarak tim frequent itemset’leri bulalim.

t;: Beef, Chicken, Milk

t,  Beef, Cheese

t;  Cheese, Boots

t4: Beef, Chicken, Cheese

ts:  Beef, Chicken, Clothes, Cheese, Milk
ts:  Chicken, Clothes, Milk

tz:  Chicken, Milk, Clothes

13



:_l A-Priori Algoritmasi

Ornek — devam

= Her item sonunda support degerleri verilmistir. Support degerinin
en az 3 olmasi gereklidir (3/7 > 30%).

F;:  {{Beef}4, {Cheese}:4, {Chicken}:5, {Clothes}: 3, {Milk}:4}

C,.  {{Beef, Cheese}, {Beef, Chicken}, {Beef, Clothes}, {Beef, Milk},
{Cheese, Chicken}, {Cheese, Clothes}, {Cheese, Milk},
{Chicken, Clothes}, {Chicken, Milk}, {Clothes, Milk}}

F,:  {{Beef, Chicken}:3, {Beef, Cheese}:3, {Chicken, Clothes}:3,
{Chicken, Milk}:4, {Clothes, Milk}:3}
Gy {{ChiCken’ Clothes, Milk}} g {Beef, Cheese, Chicken} olusturulur.

. . . Ancak, {Cheese, Chicken} F, iginde
S {{Chmken’ Clothes, M"k}'S} olmadigindan, {Beef, Cheese, Chicken} silinir

ve C; icerisinde yer almaz.

:_| A-Priori Algoritmasi

= A-Priori algoritmasinda k-frequent itemset yoksa (k+1)-frequent
itemset yoktur (monotonicity).

= k-frequent itemset’ten (k+1)-frequent itemset’e gegis iki adimda yapilir:
= Aday (k+1)-frequent itemset’ler belirlenir.

= Aday itemset’lerden frequent olanlar belirlenir.

Cl 7%-75-7“"" I‘l Cz 7---7---7--_’"' I.z CS T L3
—| Filter }—s Construct —=  Filter }—»Constmct — Filter —|Construct

All Frequent Pairs of Frequent
items items frequent pairs
items

14



:_l A-Priori Algoritmasi

Ornek: minsup=2

Sup.... = 2| Itemset | sup
Database TDB Prrin A 2| Itemset | sup
Tid | Items C, (B} 3 1 {g\} ;
10 | ACD <y 3 {8}
20 B,C E 15 scan — {C} 3
30 | ABCE {E} {E} 3
40 B, E
C2 C2 Itemset
L, [ Ttemset [ sup 7nd goan A5
mo |2 I as
EE’ g g — [ B3 |2 (A E}
ce |2 {BE |3 {B, C}
) €e |2 ® &
{C E}

Cy Itemset 31 gean L3 Itemset | sup
BCE | — {B.CE} | 2

:_l A-Priori Algoritmasi

Algoritmanin degerlendirilmesi

= Exponential bir algoritmadir. | kiimesindeki eleman sayisi m ise
0O(2™M) karmasikligina sahiptir.

= Market sepeti drneginde oldugu gibi, market ¢cok sayida Grinu
satar ancak muisteri bir kismini alir (sparseness). Algoritma
transaction kiimesindeki veri seyrekligine gére daha etkin calisir.

= Algoritma tim veriyi hafizaya ylklemeden ¢alisir ve verileri teker
teker tarayip islem yapar (satir 5-10 arasinda). Olgeklenebilirligi
yiiksektir ve cok bliylik boyutlardaki veriler Gizerinde calisabilir.

= Level-wise search yaptigindan istenilen seviyede sonlandirilabilir.

= Birliktelik kurallarinda ¢cok sayida (binlerce) kural olusturulabilir ve
faydali olanlarin bulunmasi ¢ok zordur (Interestingness problem).

30)
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:_l Hafizada Biiyik Veri Kiimelerinde islem

= A-Priori algoritmasi aday itemsetler ile frequent itemset’lerin adedini
tutmak icin hafizada ¢ok alan gerektirir.

= Itemset’lerin adetlerinin tutuldugu tamsayi degerler hafizaya sigmazsa
disk ile hafiza arasinda ¢ok kez okuma ve yazma yaplilir (thrashing).

= Ust seviye itemset’lerde (3-frequent, 4-frequent, ...) hafiza gereksinimi
diser.

m A-Priori algoritmasinda en ¢ok hafiza gereksinimi 1-elemanli aday
itemset’ler ile 1-frequent itemset’ler icindir.

16
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:_l PCY algoritmasi

Park, Chen ve Yu (PCY) algoritmasi, A-Priori algoritmasindaki ilk gegiste
ayrilan hafiza alani gereksinimini azaltir.

= PCY algoritmasi Bloom filtresi yaklagimini kullanir.

= |temset’lerin adetlerini tutan dizi bir hash tablosu olarak alinir.
m Hash tablosundaki her bucket tamsayi olarak adedi tutar.

m Her item ¢ifti hash tablosundaki bucket’lara eslestirilir.

m Her sepette tim ciftler olusturulur ve her gift icin eslestigi bucket degeri
1 artinlir.

= ilk gegisten sonra her bucket kendisine eslestirilen giftler icin toplam
adedi tutar.

17



:_l PCY algoritmasi

= Bir bucket’in degeri threshold degerinden biiyiikse frequent bucket

olarak alinir.

= Frequent bucket’i eslestiren ciftler aday frequent itemset olarak alinir.

= Infrequent bucket’i eslestiren giftlerin higbirisi frequent itemset

olamazlar.

= {i, j} aday ciftleri asagidaki sekilde olusturulur:

= ive]item’lan 1-frequent item’dir.

= {i, j} cifti frequent bucket’i eslestirir.

= En koti durumda tiim bucket’lar frequent olur.

= Infrequent bucket sayisi arttik¢a, PCY daha az hafiza alani gerektirir.

:_| PCY algoritmasi

= ikinci gecise gelmeden énce PCY algoritmasi hash tablosunu bitmap

seklinde ozetler.

= Bitmap’teki her bit hash Item counts

Frequent items

tablosundaki bir bucket’:

Ozetler.

m Bucket'taki 4 byte (32 bit)
deger 1 bitle gosterilir.

Hash table
for pairs

Main memory

m Frequent bucket icin
bitmap’teki bit 1,

Bitmap

Counts of
candidate
pairs

infrequent bucket icin 0
yapilr. Pass 1

Pass 2
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il(onular

= Frequent Itemsets

= Market sepeti modeli

= Market sepeti veri gosterimi

= Frequent itemsets uygulamalari
= A-Priori Algoritmasi

= Hafizada Biiyiik Veri Kiimelerinde islem
= PCY algoritmasi
= Multistage algoritmasi
= Multihash algoritmasi

iMultistage algoritmasi

m  Multistage algoritmasi, art arda ¢ok sayida hash tablosu kullanarak
aday cift sayisini PCY algoritmasina goére diisiiriir.

~__|[Freq.eme
N =

i

2 Bitmap 1 Bitmap 1
E
2 Bitmap 2
£ First Second
£ || hash table Ry Counts of
o © candidate
pairs
Pass 1 Pass 2 Pass 3

m  Multistage algoritmasinda ilk gecis PCY ile aynidir.
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:_l Multistage algoritmasi

= ikinci gegiste, farkl bir hash tablosu ve farkh bir hash fonksiyonu ile
ikinci bir bitmap olusturulur.

= Her iki hash degerine gore kara verilir.
= {i, j} aday ciftleri asagidaki sekilde olusturulur:
= ivejfrequentitem’dr.
= {i, j} ilk geciste hash tablosunda frequent bucket’a eslestirilmistir.

= {i, j} ikinci geciste hash tablosunda frequent bucket’a eslestirilmistir.

#(onular

= Frequent Itemsets
= Market sepeti modeli
= Market sepeti veri gosterimi
= Frequent itemsets uygulamalari

= A-Priori Algoritmasi
= Hafizada Biyiik Veri Kiimelerinde islem
= PCY algoritmasi

= Multistage algoritmasi
= Multihash algoritmasi

49
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*Multihash algoritmasi
= Multihash algoritmasi, ard arda geciste iki farklh hash tablosu kullanmak
yerine iki ayri hash fonksiyonu ve iki ayri hash tablosu kullanir.

= Hash tablolari multistage’e gore daha kiiclik boyuttadir.

g Bitmap 1
First

E

5 || hash table /

c

'g Counts of

Second candidate

hash table pairs
Pass 1 Pass 2

= Multihash algorimasinda iki bitmap’te de frequent olanlar aday ¢ift
olarak alinir.

41]
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