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Generative adversarial networks

Generative adversarial network (lretici cekismeli ag)
makine 6grenmesinde glincel bir arastirma konusudur.

GAN'ler tiretici modeldir ve egitildikten sonra yeni veriler
iiretebilirler.

GAN'ler gercek fotograflar gibi fotograf Uretebilir (insan
ylizlerine ait fotograflar Uiretebilir).

Asagidaki fotograflarin higbirisi gercek degildir (fake).

Generative adversarial networks

Makine 6grenmesi algoritmalari mevcut veride oriintii
algilama calismalarinda oldukca basarilidir.

Makine 6grenme algoritmalar siniflandirma, kiimeleme veya
regresyon uygulamalarinda basarilidir.

Yeni bir veri tretme calismalarinda bu algoritmalar yeterli
diizeyde basarili degildir.

2014 yilinda Ian Goodfellow tarafindan Generative Adversarial
Network (GAN) gelistirilmistir.

GAN'ler gercekgi veri liretebilmektedir.

GAN’ler makine 6grenmesi tekniklerinin bir tiirlidir ve ayni anda
egitilen iki modelden olusur:

Generator (iiretici): gercek disi veri Uretmek igin egitilir.

Discriminatior (ayristirici): gercek disi veriyi gergek
veriden ayirt etmek icin egitilir.
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GAN'lerin yapisi
Generator uygun veriler iiretmeyi ogrenir.

Uretilen drnekler discriminator igin ureticinin Urettigi negatif
verilerdir.

Discriminator gergek verilerle Ureticinin Urettigi gercek disi
verileri ayirt eder.

Egitim basladiginda discriminator Ureticinin Urettigi fake
veriyi kolayca ayirt edebilir.

Egitim devam ederken (retici gercede cok benzeyen veriler
Uretmeye baglar.

Egitim slirecinde hem generator hem de discriminator
parametreleri optimize edilir.




GAN'lerin yapisi
Egitim basarili bir sekilde tamamlandiginda discriminator
ureticinin Urettigi ile gergek veriyi ayirt edemez hale gelir.
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GAN'lerin yapisi
Generator cikisi discriminator girisine bagldr.
Ogrenme siirecinde discriminator hata degeri hesaplar.

Hesaplanan hata degerine gore agirliklar giincellenir.
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GAN'lerin yapisi
Discriminator
Discriminator bir siniflandirici olan GAN agidr.

Generator tarafindan uretilen gergek disi veri ile gergek veriyi
ayristirmaya calisir.

Discriminator olarak siniflandirma problemine uygun
herhangi bir ag kullanilabilir.
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GAN'lerin yapisi
Discriminator

Discriminator gercek veriyi pozitif, generator’in iirettigi
veriyi negatif olarak degerlendirir.

Discriminator egitimi sirasinda discriminator hatasini
kullanir ve generator hatasini goz ardi eder.

Generator egitimi sirasinda generator hatasi kullanilir.

Discriminator egitimi sirasinda hem gercgek veriyi hem de
generator tarafindan iiretilen veriyi siniflandirilir.

Discriminator loss function, discriminator hatasini
degerlendirir (gercek veriyi sahte veya sahte veriyi gercek
siniflandirma).

Discriminator hata degerine gore kendi agirliklarini glinceller.




GAN'lerin yapisi

Generator
Generator gergek disi veri Gretmeyi discriminator’in geri
bildirimine gore ogrenir.
Generator egitiminde discriminator'in hesapladigi loss degeri
kullanilir.
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GAN'lerin yapisi
Generator
Generator kisminin egitimi icin asagidaki bilesenler kullanilir:
Rastgele giris: = ~ N(0,1) veya z ~ U(-1,1)
Generator agi: rastgele girisi bir 6rnek veriye donistirir.
Discriminator agi: Uretilen veriyi siniflandirir.
Discriminator cikisi: tahmin yapar.

Generator loss: generator’in Urettigi veride discriminator’i
yaniltamamasini gosterir.

GAN'ler giris olarak rastgele guriltii verisini alir.
Generator bu gurdltd girigini anlamli gikisa donustirdr.

Girig olarak gurulttinin verilmesiyle hedef veride farkli
bolgelerde 6rneklemeler yapilir.




GAN'lerin yapisi
Generator

Ad1 egitmek igin cikistaki hata dederini azaltacak sekilde agirliklar
glncellenir.

Backpropagation tiim agirliklarin siral bir sekilde
ayarlanmasini saglar.

Backpropagation gikistan baslar ve discriminator Gizerinden
generator’a gelir.
Generator egitimi asamasinda sirasiyla:
Giiriilti verisi Uretilir.
Generator giiriiltii giris verisinden cikisi iiretir.
Generator gikisini discriminator gergek veya degil seklinde siniflandirir.
Discriminator siniflandirmasina gére loss degeri hesaplanir.
Hata dederi discriminator ve generator’'a backpropagation ile yayilir.
Gradyan vektorii ile generator agirliklar degistirilir.

GAN'lerin yapisi

Generator ve discriminator conv ve deconv katmanlariyla
olusturulabilir.

https://arxiv.org/pdf/1703.07195.pdf
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https://arxiv.org/pdf/1703.07195.pdf
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Loss functions
GAN’ler iki tane loss fonksiyonuna sahiptir:
Discriminator loss
Generator loss
Birisi discriminator egitimi icin digeri generator egitimi
icin kullanilir.

Loss fonksiyonlar generator tarafindan uretilen fake veri ile
gergek veri arasindaki farki hesaplar.

Generator fake veriyi etkiledigi icin sadece bu hata
ahnir.

Discriminator egitiminde her iki hata degeri de alinir.




Loss functions

Discriminator loss

Discriminator egitilerek asagidaki fonksiyon maksimize edilmeye
caliir.

%i [log D () +10g (1- D (G ()]

log(D(x)) discriminator’in gergek goériintiiyli dogru siniflandirma
(real) olasiligini gosterir.

log(1 - D(G(2))) discriminator’in fake goriintlyi dogru
siniflandirma (fake) olasiligini gosterir.

Loss functions

Generator loss
Generator egitilerek asagidaki fonksiyon minimize edilmeye
caligir.

m
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Discriminator siniflandirmasina gére generator egitilir.
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GAN'lerin egitimi
GAN'ler iki farkli aga sahip oldugu icin ikisinin de agirliklarinin
egitilmesi gereklidir.
Generator ve discriminator iki farkli egitim slirecine sahiptir.

1- Discriminator bir veya birden ¢ok epoch icin edgitilir.

2- Generator bir veya birden cok epoch icin egitilir.

3- Ilk iki adim egitim tamamlanincaya kadar tekrarlanir.
Discriminator egitimi sirasinda generator'da degisiklik yapilmaz.
Generator egitimi sirasinda discriminator'da degisiklik yapiimaz.
Discriminator, generator’in hatasini algilamayi 6grenmelidir.
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GAN'lerin egitimi

Baslangicta generator'in hatasini bulmak daha kolaydir.

Generator egitimi ilerledikge hatasini bulmak zorlasir.

Generator egitimi ilerledikce discriminator performansi

diismeye baslar.

Generator egitildikce daha gercekgi veriler (iretmeye bagslar ve
discriminator ayirt edemez hale gelir.

Eder generator egitimi gok basarili sekilde tamamlanirsa,
discriminator accuracy degeri %50’ye diiser.
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GAN'lerin egitimi
Discriminator ve generator
iki agamada iteratif olarak
sirayla egitilir.

Birisi egditilirken digeri
sabit alinir.

Her ikisinin de

egitiminde discriminator

siniflandirma hatasi
kullanilir.

Repeat for each iteration
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GAN'lerin egitimi
GAN'lerde discriminator ve generator birbiriyle yarisir.
Generator gercekten ayirt edilemeyen sahte veriler
olusturur.

Discriminator igin en iyi tahmin rastgele secimdir ve basari orani
%50 olur (convergence).

First Many attempts Even more
attempt later attempts later

4
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GAN'lerin egitimi
Ornek:
Gergek ve gurtlti verileri
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GAN'lerin egitimi
Ornek:
Gergek ve gurulti verileri
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GAN'lerin egitimi
Ornek:
Discriminator olusturulmasi

.\ Fa /—. n\ Noise /—-

0.25
1*1 4+ 0*(-1) + 0*(-1) + 1*1 0.25*1 + 1*(-1) + 0.5*(-1) + 0.75*1
=2 Threshold = 1 =-0.5

More than 1: face. Less than 1: no face
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GAN'lerin egitimi
Ornek:
Discriminator
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GAN'lerin egitimi
Ornek:
Discriminator

0.25 -1
noise — \
%ﬂ e 0(-0.5) = 0.37

0.25*1
+1%(-1)
+05%-1) =-0.5
+0.75*1

R

28




GAN'lerin egitimi

Ornek:
Generator
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random
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GAN'lerin egitimi
Ornek:
Training — Log-loss error function

Error = -In(prediction)

Label: 1
. —In(0.1) =23
Prediction: 0.1 S large o
Label: 1 Error: small —In(0.9) = 0.1

Prediction: 0.9

Error = -In(1 - prediction)

Label: 0

; =In(0.9) = 0.1
Prediction: 0.1 Error: small n(0.9)

Label: 0

" =In(0.1) =23
Prediction: 0.9 Eifor: large n(0.1)
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GAN'lerin egitimi
Ornek:
Training — Log-loss error function (generator)

If we want a prediction to be 1:
Log-loss = -In(prediction)
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GAN'lerin egitimi
Ornek:
Training — Log-loss error function (discriminator)

If we want a prediction to be 0:
Log-loss = -In(1-prediction)
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GAN'lerin egitimi

Ornek:
Training — Backpropagation

Generator generated Discriminator
image

Bias
GAN'lerin egitimi
Ornek:
Training — Backpropagation
Generator Discriminator

s Want 0
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GAN'lerin egitimi

Ornek:
Training — Backpropagation
Generator Discriminator
2 z Want 0
0 1 Error = -In(1-0.68)

0.68
Bias
Want 1
Error = -In(0.68)
Bias
~In (D(G(:))) =]n (l — D(G(Z)))

35

GAN'lerin egitimi

Ornek:
Training — Fake icin hem generator hem de discriminator egitilir.

Generator Discriminator

Bias >

Bias
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GAN'lerin egitimi

Ornek:
Training — Real icin sadece discriminator egitilir.

Generator Discriminator

Bias
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GAN'lerin egitimi

Ornek:
Training — Egitim sonucunda adirliklar optimize edilir.

Generator Discriminator
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GAN'lerin egitimi

Ornek:

Training — Gergek goriinti igin discriminator egitimi.
Prediction

D(x) = o(x;w+x,wy+X3w3+xw, + b)

Loss function (error) from images
E = —In(D(x))
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GAN'lerin egitimi
Ornek:
Training — Fake goriinti igin discriminator egitimi.
Prediction

D(x) = o(x;w+2x,w5+X3w3+ X0, + b)

Loss function (error) from noise
E = —1In(1 — D(x))

Derivatives
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GAN'lerin egitimi

Ornek:
Generator kullanilarak verilen bir girise karsilik yeni bir gériintt
uretilebilir.
Generator
z
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GAN uygulamalari

Hiperrealistik goriintii
GAN'ler cok gergekgi goruntiler olusturabilmektedir.
Asagidaki gortintilerin higbirisi gercek bir insana ait degildir.
GAN'ler fotograf gergekliginde goriintii olusturabilir.
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GAN uygulamalari

Gorlintii-goriintii donisimii
GAN’ler boyama resimden gercek fotograf liretebilir.

GAN'ler zebra gdrintislini ata dénusttrebilir veya tersini
gergeklestirebilir.
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GAN uygulamalari

Goriintii-goriunti donisiimii
GAN'ler eskizlerden gergek fotograf goriintiisi Uretebilir.

Ground truth Output
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GAN uygulamalari

Metinden goriintii sentezleme
GAN'ler girilen bir metin icin goriintu Uretebilir.

This bird is
This bird is This bird has A white bird white, black,
blue with white  wings that are with a black and brown in
and has a very brownand has  crown and color, with a
short beak a yellow belly yellow beak brown beak

The bird has Thisis asmall, This bird is

small beak, black bird with  white black and
with reddish a white breast yellow in color,
brown crown and white on with a short
and gray belly the wingbars. black beak
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GAN uygulamalari

Mekan tasarimlan igin goriintii sentezleme

GAN'ler mekan tasarimi igin gortnti Gretebilir.

GAN uygulamalari
Text-to-speech

GAN'ler girilen bir metin icin dogal konusma sesi (iretebilir.
https://arxiv.org/pdf/1707.01670.pdf

Face inpainting

GAN'ler bir resimdeki kayip kismin yeniden olusturulmasinda
kullanilabilir.

https://arxiv.org/pdf/1607.07539.pdf

Super-resolution
GAN’ler goriintiide ¢ozindrlik artirmak igin kullanilabilir.
https://arxiv.org/pdf/1609.04802.pdf
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