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Transformer’larin yapisi

Dikkat mekanizmasi, sinirsel makine gevirisi uygulamalarinin
performansini artirir.

Transformer, ceviri modellerinin egitim hizini artirmak igin
dikkat (attention) mekanizmasi kullanan modeldir.

Transformer, ilk defa "Attention is All You Need" adli makalede
Onerilmistir.

Transformer makine gevirisi uygulamasinda bir dildeki cimleyi
alip baska bir dildeki cevirisini Uretir.
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Transformer’larin yapisi
Bir encoder, bir decoder ve aralarindaki baglantidan olusur.
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Transformer’larin yapisi

Encoder, bir grup kodlayicidan olusur. Decoder bileseni de
ayni sayida kod ¢ozilicliden olusan bir yigindir.
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Transformer’larin yapisi

Kodlayicilarin hepsi yapi olarak 6zdestir, ancak agirliklari
paylasmazlar.

Her kodlayic iki alt katmandan olusur.
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Transformer’larin yapis
Kodlayicinin girdileri 6nce bir self-attention katmanindan geger.

Self-attention katmani, kodlayicinin belirli bir kelimeyi kodlarken
giris cimlesindeki diger kelimelere bakmasina yardimai olur.

Self-attention katmaninin giktilari ileri beslemeli sinir agina girilir.
Ayni ileri beslemeli ag, her konumda bagimsiz olarak uygulanir.
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Decoder’da bu iki katman da bulunur, ancak aralarinda kod
¢Ozucundn girig cimlesinin ilgili kisimlarina odaklanmasina
yardimci olan bir attention katmani vardir.
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Transformer’larin calismasi

NLP uygulamalarinda oldugu gibi, her bir girdi kelimesi bir
embedding (gémme) algoritmasi kullanilarak bir vektore
dondstiralir.

Her kelime belirli uzunlukta vektdre donastirdldr.

GOmme, sadece en alttaki kodlayicida yapilir. Tim kodlayicilar,
her birinin boyutu 512 olan bir vektor listesi alir.

En alttaki kodlayici kelime gémme vektorleri alirken, diger
kodlayicilar dogrudan altindaki kodlayicinin giktisini alir.

Vektorin boyutu bir hiperparametredir.
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Transformer’larin calismasi

Kelimeler vektdre donlstlrildikten sonra, her biri kodlayicinin
iki katmanindan da geger.

Her konumdaki kelime, kodlayicida kendi yolundan gecer.
Oz dikkat katmaninda yollar arasinda bagimliliklar vardir.
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Transformer’larin calismasi
Bir kodlayici, girdi olarak bir vektor listesi alir.

Bu listeyi, vektorleri bir '6z dikkat' katmanina, ardindan bir ileri
beslemeli sinir agina gegcirerek isler.

Daha sonra ciktiyr bir sonraki kodlayiciya yukari dogru génderir.
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Self-attention

Asagidaki climlede "it" kelimesi caddeyi mi yoksa hayvani mi
ifade ediyor?
"The animal didn't cross the street because it was too tired"

Bu soru bir insan igin gok kolaydir, ancak makine igin gok zordur.
Daha sonra ciktiyr bir sonraki kodlayiciya yukari dogru génderir.

Model “it” kelimesini iglerken, self-attention mekanizmasi “it"
kelimesinin “hayvan” ile iliskilendirmesini saglar.
Self-attention mekanizmasi “it” kelimesi icin daha iyi bir
kodlamay!1 saglayacak ipuglari igin giris dizisindeki diger
kelimelere bakmasini saglar.

Self-attention

Transformer, self-attention mekanizmasini diger ilgili kelimelerin
“anlayisini” su anda islenen kelimeye yerlestirmek icin kullanir.
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Self-attention

Ilk adimda, kodlayicinin giris vektorlerinin her birinden {ig vektér
olusturulur.

Her kelime igin bir Sorgu (Query) vektor, bir Anahtar (Key)
vektorl ve bir Deger (Value) vektori olusturulur.

Bu vektorler, egitim siirecinde elde edilen (i¢ matris ile gdmme
vektorindn garpilmasiyla elde edilir.
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“Query”, “Key” ve “Value”, attention hesaplamasinda kullanihr.

Self-attention hesaplamasinin ikinci adimda her kelime igin bir
puan hesaplanir.

Ornedin “Thinking” icin self-attention hesaplayalim.
Girig cimlesinin her kelimesi bu kelimeye gére puanlanir.

Puan, belirli bir konumdaki bir kelimeyi kodlarken giris
cliimlesinin diger boliimlerine ne kadar odaklanacagimizi
belirlemek icin kullanilir,




Self-attention

Puan, query vektoriinin puanladigimiz ilgili kelimenin key
vektorlyle dot product alinarak hesaplanir.
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Self-attention

Uciincii ve dérdiincii adimlarda, puanlar anahtar vektor
boyutunun (64) karekdkiine (8) bollnr.

Ardindan sonucu bir softmax isleminden gegirilir.

Softmax, puanlar timu pozitif olacak ve toplamlari 1 olacak

sekilde normallestirir.
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Self-attention

Softmax puani, her kelimenin bu konumda ne kadar ifade
edilecegini belirler.

Bu konumdaki kelime en yiiksek softmax puanina sahip
olacaktir.

Besinci adimda, her deger (value) vektori softmax puaniyla
carpllir.

Buradaki mantik, odaklanmak istedigimiz kelime(ler)in
degerlerini korumak ve alakasiz kelimeleri (6rnegin 0,001 gibi
kiigik sayilarla garparak) elimine etmektir.

Self-attention

Altinci adimda, agirlikli deger vektorleri toplanir.

Elde edilen vektdr, bu konumdaki (ilk kelime igin) self-attention
katmaninin giktisidir ve feed-forward network’e gonderilir.
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Self-attention

Matris hesabi
Ilk adimda, Query, Key ve Value matrisleri hesaplanir.

Ardindan, gdmme vektorleri bir X matrisinde birlestirilerek
egitilen agirhk matrisleriyle (W<, \W*, WY) carpllir.
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Self-attention

Matris hesabi
Son olarak, softmax katmani gikiglari hesaplanir.
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Multi-head self-attention

Multi-head attention mekanizmasi eklenerek self-attention
katmani gelistirmistir.
Attention katmanina birden fazla temsil alt uzay: saglar.

Transformer sekiz multi-head attention kullanir.
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Multi-head self-attention

Self-attention hesaplamasini, farkli agirlik matrisleriyle sekiz kez
yaparsak, sekiz farkli Z matrisi elde ederiz.

X

mam

Calculating attention separately in
eight different attention heads

ATTENTION ATTENTION ATTENTION
HEAD #0 HEAD #1 HEAD #7

IREE 1

25

Multi-head self-attention
Sekiz farkli Z matrisi birlestirilerek WO agirlik matrisiyle carpilir.

1) Concatenate all the attention heads 2) Multiply with a weight
matrix that was trained
jointly with the model

1 T Y A o v X

3) The result would be the  matrix that captures information
from all the attention heads. We can send this forward to the FFNN
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Multi-head self-attention

Ik encoder gémme dederini, digerleri éncekinin ciktisini alir.,

1) This is our 2) We embed 3) Splitinto 8 heads. 4) Calculate attention  5) Concatenate the resulting = matrices,
input sentence* each word* We multiply X or using the resulting then multiply with weight matrix to
with weight matrices Q/K/V matrices produce the output of the layer
X Wo®
Qo
v &
W, @
*In all encoders other than #0, Qi
we don't need embedding. W,V ‘:l = 11 :
We start directly with the output 1‘ | Vi B :*::‘:

of the encoder right below this one
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Multi-head self-attention

Ornek climlede "it" kelimesi kodlanirken farkl attention head’leri
farkli degerlere sahiptir.
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Positional encoding kullanarak siralama

Girig dizisindeki kelimelerin sirasi hesaba katiimalidir.

Bunun igin, transformer her giris gdmme vektoriine bagka bir
vektdr ekler.

Bu yeni vektdr, modelin 6grendidi belirli bir deseni tutar.

Bdylece model, her kelimenin konumunu veya dizideki farkli
kelimeler arasindaki mesafeyi belirler.

Bu yeni vektorler ggmme degerlerine eklenerek Q/K/V
vektdrlerine yansitilir.

Dot-product attention mekanizmasi sirasinda géomme vektorleri
arasinda anlaml mesafeler elde edilir.
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Positional encoding kullanarak siralama
Elde edilen vektdrler ilk encoder’in girdileri olur.
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Positional encoding kullanarak siralama

Gomme isleminin 4 boyutlu oldugunu varsayarsak, positional
encoding’ler asadidaki gibi olur.
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Residuals
Her attention mekanizmasindan sonra bir normalizasyon
katmani gelir. |
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Residuals

Bu durum kod ¢ézlclinlin alt katmanlari icin de gecerlidir.

Iki katmanl kodlayici ve kod ¢oziiciiden olusan bir Transformer
asagidaki gibidir.
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Decoder

Ik encoder giris dizisini alarak baglar.
En Ustteki encoder K ve V attention vektérlerini elde eder.
K ve V vektorleri decoder’larin giriglerini olusturur.

Decoding time step:(1)2 3 4 5 6 OUTPUT
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Decoder
Islemler, kod ¢éziiciiniin ¢iktisin tamamladigini gdsteren 6zel bir
sembole (end of sentence) ulasana kadar tekrarlanir.

Her adimin g¢iktisi, bir sonraki adimdaki alt kod ¢dzliclye girig
olarak verilir.

Kod c¢oziiciiler, kodlayicilarin yaptigi gibi kod ¢dzme sonuglarini
yukari dodru iletir.

Her kelimenin konumunu belirtmek icin bu kod ¢dzlicl giriglerine
konumsal kodlama eklenir.
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Decoder

Her kelime siral olarak gikisi olusturur.

Decoding time step: l®3 456 QUTPUT
Kenc Vencdee ( Linear + Softmax )
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