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Derin mimariler

Derin mimariler ¢cok seviyeli non-linear islem biriminden
olusur.

Cok sayida gizli katmana sahip yapay sinir aglan derin
mimariye sahiptir.

Output layer

Hidden layers

Input layer

Derin mimariler

Derin 6grenme yontemleri 6zellik hiyerarsisini 6grenir.

Yiuksek diizeyli 6zellikler dusik dizeyli 6zelliklerden
hiyerarsik olarak elde edilir.

very high level representation:

edges, local shapes, object parts  slightly higher level representation

raw input vector representation:




Derin mimariler

Bazi karmasik problemler shallow neural network yapisiyla
istenen diizeyde ¢oziilememektedir.

Backpropagation ile egitim icin etiketlenmis veriye ihtiyag
duyulur.

GUnumuzdeki verilerin biiyiik boliimu etiketlenmis
degildir.

Cok katmanh aglarda backpropagation ile 6grenme siiresi
genellikle cok uzundur.
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Derin inang aglari

Klasik MLP ayirici (discriminative) modeldir, derin inang
aglan (deep belief networks - DBN) diretici (generative)
modeldir.

DBN, gizli degiskene sahip olan ¢cok sayida katmana
sahiptir.

Her katman alt katmandaki 6zelliklerin arasindaki uist diizey
iliskiyi elde eder.

DBN'’lerin en iistteki iki katmani Restricted Boltzmann
Machine yapisina sahiptir ve yonsiiz bipartite graftir.

Alt katmanlar ise yonlii sigmoid belief network yapisina
sahiptir.

Icerik

Derin mimariler
Derin inang aglari
DBN yapisi

DBN egitimi

DBN parametreleri
DBN uygulamalari




DBN yapisi

Deep belief network, deep Boltzmann machine ve
stacked Boltzmann machine.

RBM
Deep Belief Network Deep Boltzmann Machine %

DBN yapisi
DBN, bir tane kisitlanmis Boltzmann makinesi kullanir.
Diger katmanlar ileri beslemeli katmanh ag yapisina

sahiptir.
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DBN egitimi
DBN’lerde temel problemlerden birisi parametrelerin
baslangic degerlerini belirlemektir.

Baslangic adirlik degeri uygun olmazsa gradient descent ile
iyi 6grenme yapilamaz.

DBN'lerde, greedy-layer wise unsupervised learning kullanilir.,

Daha iyi sonug alabilmek icin her katmana unsupervised
learning yontemleri ile pre-train yapilr.

Ilk katmandan baslanarak tiim katmanlar pre-train
yapilir.

Tum katmanlar pre-train ile initiliaze edilir.

Ardindan tiim katmanlar supervised learning yéntemleri
kullanilarak fine-tuning yapihr.




DBN egitimi
DBN’lerde gizli katmanlarin her birisi restricted
Boltzmann machine (RBM) olarak alinip editilir.
Ilk RBM, input layer ile ilk hidden layer alinarak olusturulur.
Ilk RBM icin egitim kiimesi ilk RBM'in girisidir.
Ikinci RBM, ilk hidden layer ile ikinci hidden layer alinarak
olusturulur.
Ikinci RBM icin egitim kiimesi dnceki RBM'in cikisidir
DBN’'lerde hidden layer sayisi kadar RBM olusturulur.
Her RBM igin ayri ayri pre-train yapilr.

DBN egitimi
Sekilde solda RBM yigini, sagda ise ilgili DBN goriilmektedir.

RBM

Deep Belief Network




DBN egitimi
Sigmoid deep belief network icin agirliklar sonraki ve
onceki diigiimiin durumlarina gore degistirilir.
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DBN egitimi
Agirliklarin baslangig degerleri rastgele atanabilir.

DBN’lerde veriyi tekrar Uretmek igin uzun sireli Gibbs
ornekleme ile en listteki RBM’'ler denge durumuna

getirilir.

tiim katmanlarin durumlan

Ardindan asagiya dogru gegisle
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DBN egitimi
Her katmanda giris reconstruction yapilarak parametreler
degistirilir.
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DBN egitimi
Her katmanda giris reconstruction yapilarak parametreler
degistirilir.
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DBN egitimi

degistirilir.

Even more abstract
features

More abstract
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Her katmanda giris reconstruction yapilarak parametreler
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DBN parametreleri

DBN'lerde katman sayisi arttikca hata orani baslangicta

hizla azalmaktadir.

Error Rate
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degistirmektedir.
azaltmaz.
degismektedir.

ile elde edilmistir.

DBN parametreleri
Her gizli katmandaki neuron sayisi hata oranini

Tabloda neuron sayisi gok degisse bile hata orani ¢ok az

| Model || devset | testset |
1024 units || 21.94% | 23.46%
2048 units || 22.00% | 23.36%
3072 units || 21.74% | 23.54%

Neuron sayisinin artmasi hata oranini sirekli artirmaz veya

Tabloda test kiimesinde en diisiik hata orani 2048 neuron
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DBN parametreleri
DBN'de gizli katman sayisina bagl olarak 6grenme hizi
degismektedir.
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DBN parametreleri

Gizli katmanlardaki neuron sayisina bagl olarak 6grenme

hizi degismektedir (Sekilde 3 katmanh DBN igin degisim

verilmigtir.).
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DBN parametreleri

Ogrenme katsayisina (1) bagl olarak 6grenme hizi
degismektedir.
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DBN parametreleri

Agirliklarin baslangic degerleri 6grenme hizini
degistirmektedir.
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DBN uygulamalari
DBN giinimiizde asagidaki baslica alanlarda uygulanmaktadir:
Kiimeleme
Siniflandirma
Boyut indirgeme
Anormallik tespiti
Dogal dil isleme
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